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Abstract 18 

The ability to frequently update the contents working memory (WM) is vital for the flexible control of behavior. Whether 19 

there even exists a mechanism for the active removal of information from working memory, however, remains uncertain. 20 

In this Preregistered Research Article we will test the predictions of models for three different mechanisms of active 21 

removal: hijacked adaptation, context breaking, and mental-context shifting. We will collect functional magnetic 22 

resonance imaging (fMRI) data while subjects perform a novel “ABC-retrocuing” task designed to elicit two modes of 23 

removal, active or passive. The hijacked-adaptation model posits an adaptation-like modification of perceptual circuits 24 

combined with a weak activation of the to-be-removed item. Its predictions will be assessed by using multivariate 25 

inverted encoding modeling (IEM) and photic “pings” to assay the state of feature-selective encoding channels and of 26 

putative activity-silent representations under active-removal versus passive-removal conditions. The context-breaking 27 

model posits a breaking of the stimulus-to-context association posited to be the basis of holding information ‘in’ working 28 

memory, and it predicts different patterns of representational dynamics, including different responses to the ping. 29 

Finally, the mental-context shifting model posits that interference from no-longer-relevant information is minimized by 30 

making the mental context associated with new information dissimilar from that associated with the to-be-“removed” 31 

information. This will be tested by using representational similarity analysis (RSA) to compare the rate of contextual shift 32 

under active-removal versus passive-removal conditions. 33 

 34 

  35 
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Introduction 36 

A hallmark of working memory (WM) is that it is rapidly updateable, such that information that was relevant in the 37 

recent past can be easily replaced once circumstances change and different information has become of primary 38 

importance. One way that this is operationalized in the laboratory is with a block of stand-alone trials (e.g., of delayed 39 

recognition): Once trial n has been completed, subjects have little difficulty encoding a new memory set for trial n + 1. 40 

Because the set of items is randomly selected for each trial, the memory items for each trial lose their relevance at the 41 

end of that trial, and the common intuition is that they should be removed from WM. Despite this intuition, however, 42 

the phenomenon of proactive interference indicates that the assumed removal of no-longer-relevant information is 43 

often not complete. This is particularly notable for trials featuring “recent-negative” recognition probes that were not in 44 

the memory set of the current trial, but were in the memory set on the previous trial -- these lead to an increased false-45 

alarm rate, and to longer reaction times (RTs), for correct rejections [1]. For visual WM tasks that test recall, the 46 

imperfect nature of removal manifests itself as serial dependence. For example, when the orientation of a Gabor patch is 47 

the feature to memorize and then recall, the reported orientation for trial n is commonly found to be biased toward the 48 

orientation of the item that had been shown on trial n – 1 (e.g., [2, 3]). (This effect is commonly referred to as an 49 

“attractive bias,” because it’s as though the response on trial n is attracted toward the orientation from n – 1.) 50 

There is also a growing body of neural evidence for the incomplete removal of information from WM. In an 51 

electroencephalography (EEG) study of delayed recall of orientation, Bae and Luck [4] were able to decode the 52 

orientation of the previous trial’s sample after the onset of the current trial’s sample. For delayed recall of location, 53 

Barbosa, Stein et al. [5] were able to decode the previous trial’s sample location (from activity in the prefrontal cortex 54 

(PFC) of nonhuman primates) from late in the intertrial interval (ITI), just prior to the start of the next trial. Additionally, 55 

they observed a similar pattern of reactivation in whole-scalp EEG in humans. Simulations with a bump-attractor 56 

network model suggested that the reactivation of no-longer-relevant information may be due to “nonspecific” activation 57 
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of a residual neural trace that is “imprinted in neuronal synapses as a latent activity-silent trace” [5]. Tellingly, this model 58 

did not include an explicit mechanism for removal of no-longer-relevant information; rather, when an item was no longer 59 

relevant, activation was simply withdrawn from it, and the bump of activity representing it receded to baseline. Similarly, 60 

in a study using a different formal model of WM performance, the Prefrontal Basal Ganglia Working Memory (PBWM) 61 

model, the replacement of a no-longer-relevant item with a new one was accomplished via the “reallocation” of 62 

resources away from the former [6]. Thus, many frameworks assume that a default strategy for updating the contents of 63 

WM is to employ what we will refer to as the “passive removal” of no-longer-relevant information.   64 

In addition to passive removal, there is also considerable evidence for an active removal mechanism, particularly 65 

during tasks that require the simultaneous maintenance of multiple items in WM. One example comes from dual serial 66 

retrocuing (DSR) tasks, in which subjects are first shown two stimuli to memorize, then a retrocue indicates which will be 67 

tested first; after the first test, a second retrocue is shown to indicate (with equal probability) which of the two items will 68 

be tested in a second test. The first retrocue designates one of the two as a “prioritized memory item” (PMI), and the 69 

uncued item, by default, becomes an “unprioritized memory item” (UMI). Critically, the UMI can’t be removed from WM, 70 

because it may be needed for the second test. After the second retrocue, the newly cued item takes on the status of 71 

PMI, and the uncued becomes irrelevant for the remainder of the task (i.e., an “irrelevant memory item,” IMI). Thus, the 72 

DSR task creates three operationally different states for a memory representation: PMI; UMI; and IMI. In functional 73 

magnetic resonance imaging (fMRI) and EEG studies, the ability to decode the identity of a PMI during the delay period 74 

of a WM task is a hallmark of its active state. In contrast to this, in some studies using the DSR procedure, multivariate 75 

evidence for an active trace of the UMI can drop to baseline (e.g., [7, 8]). Despite this, the fact that the UMI has not been 76 

removed from WM is inferred from that fact that a pulse of transcranial magnetic stimulation (TMS) has two effects: 77 

physiologically, it produces a transient reactivation of the active trace of the UMI [9]; behaviorally, it produces an 78 

increase in false alarm responding when the UMI is used as an invalid memory probe (reminiscent of proactive 79 
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interference effects; [9, 10]). Turning at last to the IMI, evidence for its active removal is inferred from the absence of 80 

evidence for either TMS reactivation [9] or a TMS-related false alarm effect [9, 10]. It is important to emphasize that the 81 

labels “PMI,” “UMI,” and “IMI” refer to an item’s state of operational relevance for the cognitive system, not to its 82 

presumed physiological state. Consider, for example, the fate of an item at the end of a trial. Although it is an IMI, the 83 

fact that its identity can be decoded from the response of a pulse of TMS delivered late in the ITI is interpreted as 84 

evidence for a residual activity-silent trace of that item [5]. In the DSR, in contrast, the absence of such a TMS-85 

reactivation effect for the IMI is taken as evidence that an active removal mechanism has removed any activity-silent 86 

trace of the IMI [9, 10]. 87 

 88 

Three models of active removal of information from WM 89 

In this Preregistered Research Article we propose to test two current models of active removal -- “context breaking” and 90 

“context shifting” – plus a novel model that we are introducing with this study – “hijacked adaptation.” Although these 91 

three hypothesized mechanisms aren’t mutually exclusive, and so could in principle co-exist in the cognitive system, such 92 

a state of affairs would seem to be redundant, because each of the three has been proposed to accomplish the same 93 

function. (It is also important to note that each of these models is grounded in a different theoretical framework, and we 94 

will highlight places where important assumptions are not shared.) This Preregistered Research Article is designed to 95 

detect positive evidence for each of these three hypothesized mechanisms, and although it’s our expectation that we will 96 

find evidence for only one of them, the design allows for the detection of evidence for multiple mechanisms, should it 97 

exist. Because context breaking and context shifting have been previously described, we will review them only briefly 98 

before introducing hijacked adaptation. 99 

Context breaking. A fundamental tenet of the interference model of visual WM is that the binding between an 100 

item’s representation (i.e., it’s “content”) and the representation of the task-specific context in which that item is 101 
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encountered is fundamental to that item being held “in WM” [11]. Thus, in this framework active removal is 102 

accomplished by breaking the association between an item’s content (e.g., the orientation of a Gabor patch) and its 103 

context (e.g., where this patch had appeared on the screen, or the ordinal position within the series in which it had 104 

appeared; [12]). From here forward, we will refer to this as the “context-breaking” model (Figure 1a). Although this 105 

model has been described in most detail in theoretical and computational terms, in this fMRI study we infer predictions 106 

that it would make at the level of neural systems. 107 

Figure 1. Illustrations of three models of active removal of information from WM. Each ring represents a bank of 108 

orientation-tuned perceptual channels, with the level of activity of each channel (small circles that make up the ring) 109 

represented by its color. (Thus, a reddish circle flanked by two yellowish ones corresponds to a “bump” of activity 110 

centered on the actively represented orientation. The quadrilateral surfaces below each orientation ring in panels a and 111 

b correspond to a spatial priority map, and the line between the ring and the priority map to the binding between a 112 

memory item’s orientation and its location context. (a) Context breaking. This panel illustrates the same item at two 113 

points in time: Breaking the content-to-context binding (scissors) removes the item from WM, and consequently its 114 

activity returns to baseline levels. (b) Context shifting. These panels illustrate two items that are processed sequentially 115 

in the ABC-retrocuing task, a previously presented item that is no longer relevant, and so has become an IMI, and a “new 116 

item” that takes on the status of PMI. The top panel illustrates a “no-overlap” trial (see Fig. 2), in which the different 117 

location of the new item relative to the IMI results in minimal interference between the two, and mental context drifts at 118 

its default steady rate (illustrated by the smooth transition of color saturation). The bottom panel illustrates an “overlap” 119 

trial (see Fig. 2), in which the new item’s appearance at the same location as the IMI would elevate the level of 120 

interference between the two. Cognitive control compensates for this overlap in location context by abruptly shifting 121 

mental context during the interstimulus interval, such that the mental context associated with the new item will be 122 

markedly different from the mental context associated with the IMI. (c) Hijacked adaptation. This panel illustrates the 123 

same item at two points in time. The gray scale-colored ring below each orientation ring represents the gain of each 124 

corresponding orientation channel. Left side of image represents the moment at which the to-be-removed item receives 125 

an intermediate level of activation (top-down signal, not shown) which, because of the orientation-specific pattern of 126 

gain modulation, produces an inverted pattern of activity relative to when the item was a PMI (i.e., lower activity in the 127 

center channel relative to flanking channels). Right side of image corresponds to a few seconds later during the trial -- 128 

although level of activity has returned to baseline, the pattern of reduced gain persists, which will generate a repulsive 129 

serial bias in the next trial (see Figure 3).  130 

 131 

Context shifting. The recently articulated “Working Memory Episodic Memory” model takes the position that many 132 

functions and properties that have traditionally been associated with working memory may be “nothing more” (our quotes) 133 

than mechanisms that also contribute to episodic long-term memory (LTM). In particular, Beukers et al [13] challenge the 134 
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utility of positing an activity-silent state of WM (as codified by Stokes [14] and assumed by, e.g., Rose et al. [9] and Barbosa, 135 

Stein, et al. [5]). It’s much more parsimonious, they argue, to simply construe instances of ‘representation without activity’ 136 

(e.g., [7, 8]) as evidence that an LTM representation is created every time a sample is presented in a WM task. From this 137 

perspective, transforming a UMI back into a PMI is an instance of retrieval from LTM. Of principal relevance for this 138 

Preregistered Research Article is the question of how this Episodic Memory Working Memory model accounts for active 139 

removal from WM. Beukers et al. [13] propose that “flexible forgetting” from WM is accomplished by shifting the mental 140 

context with which more recent information is encoded, thereby making the retrieval of the IMI less likely (from here 141 

forward, we will refer to this as the “context-shifting” model, Figure 1b).  142 

Hijacked adaptation. This is a hypothesized top-down mechanism that works by combining an adaptation-like 143 

modification of perceptual circuits with a weak activation of the to-be-removed information. Its core function is two-fold: 144 

remove the active trace of the IMI and erase the activity-silent trace of the IMI (Figure 1c and Figure 4). Because this is the 145 

first a priori test of this idea (which draws heavily on [15]), the remainder of this introduction will be devoted to the 146 

empirical and theoretical contexts that motivate it. 147 

 148 

Results from “ABC-retrocuing” provide behavioral evidence for an active removal mechanism 149 

In a recent behavioral study, Shan and Postle [16] designed a novel “ABC-retrocuing” task intended to engage 150 

active or passive removal of an IMI from WM. Each trial began with the simultaneous presentation of two sample oriented 151 

gratings (items “A” and “B”) in two of six possible locations. After a brief delay, a circle appearing at one of the two locations 152 

indicated that the corresponding item (for this example we’ll say A) might be tested at the end of the trial, thereby 153 

designating A a PMI and B an IMI. After another brief delay, a third item (“C”) was presented, and at the end of the trial 154 

recall of the orientation of either A or C was tested with a response dial appearing at the location of the to-be-recalled 155 

item. The critical manipulation that was intended to encourage active versus passive removal was the location at which 156 
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item C would be presented: In the overlap condition, item C’s location was always the same as that of the IMI (i.e., item B); 157 

and in the no-overlap condition item C always appeared at one of the locations that had not been occupied by either item 158 

A or B. Trials were blocked by condition, and subjects were explicitly informed about the condition prior to each block. The 159 

logic was that the no-overlap condition might encourage passive removal, just because this seems to be the default for 160 

many working memory tasks, as evidenced by the proactive interference and serial dependence effects reviewed above. 161 

For the overlap condition, however, subjects might be motivated to actively remove the IMI from WM, because otherwise 162 

its shared location with item C could lead to retrieval conflict when the response dial appeared at this shared location (i.e., 163 

“cue conflict”; [11]). A final element of the procedure is that each ABC-retrocuing trial was followed by a trial of simple 1-164 

item delayed recall of orientation, with serial dependence of 1-item recall on the immediately preceding ABC-retrocuing 165 

trial used to index the fate of the IMI. (The elements of the ABC-retrocuing task are illustrated in Figure 2, although the 166 

study by Shan and Postle [16] differed from Figure 2 in two respects: Shan and Postle [16] did not include the “ping” 167 

illustrated in Figure 2; and each trial of ABC-retrocuing in [16] was followed by a trial of 1-item delayed recall.)    168 

Figure 2. The ABC-retrocuing task, as designed for this Preregistered Research Article. The top row illustrates a trial in the 169 

no-overlap condition, the bottom row a trial in the overlap condition. See text for details. Note that the design for the 170 

behavioral study from Shan and Postle [16] was similar, with the exceptions that delay periods were shorter, there was no 171 

ping, and each trial of ABC-retrocuing was followed by a trial of 1-item delayed recall. The digits below each panel of the 172 

overlap trial correspond to elapsed seconds, and each TR in the timeline at the bottom of the figure corresponds to 2 sec. 173 

Preliminary results from Shan and Postle [16] revealed a striking difference between the overlap and no-overlap 174 

conditions. In the no-overlap condition, item B had an attractive serial bias on 1-item recall, consistent with the attractive 175 

serial bias observed in several previous studies that we assume were characterized by passive removal of no-longer-176 

relevant stimulus information (e.g., [2, 3, 17]). In the overlap condition, in contrast, item B had a repulsive serial bias on 1-177 

item recall. That is, whereas in the no-overlap condition the responses on 1-item recall trials were biased toward the 178 

orientation of the IMI from the preceding trial of ABC-retrocuing, in the overlap condition the responses on 1-item recall 179 

trials were biased away from (hence, “repulsed by”) the orientation of the IMI from the preceding trial of ABC-retrocuing 180 
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(Figure 3). The fact that the serial bias from the IMI was flipped depending on condition suggested that the IMI was 181 

processed in a very different way during overlap versus no-overlap trials. The interpretation that the critical difference 182 

between the two conditions was active versus passive removal of the IMI was reinforced by the fact that the serial bias 183 

exerted by item A was attractive in both conditions.  184 

Figure 3. Preliminary data from Shan and Postle [16]. In the no-overlap condition the IMI had an attractive serial bias on 185 

recall on the subsequent 1-item delayed-recall trial, as estimated by a derivative of gaussian fit (peak-to-peak distance = 186 

2.148°, p =  0.049). In the overlap condition, in contrast, the IMI had a repulsive serial bias on the subsequent 1-item recall 187 

trial (peak-to-peak distance = -2.516°, p = 0.011), and these two effects differed significantly from each other (p = 0.01). 188 

The interpretation that the critical difference between the two conditions was active versus passive removal of the IMI 189 

was reinforced by the fact that in both conditions the retrocued item (i.e., item “A” Figure 2) exerted comparable levels 190 

attractive serial bias on 1-item recall on the subsequent trial (no-overlap peak-to-peak distance = 1.865°, p = 0.061; overlap 191 

peak-to-peak distance = 2.463°, p = 0.019). 192 

 193 

The logic underlying the hijacked-adaptation hypothesis: Common mechanisms may underlie repulsive serial 194 

dependence and active removal from WM 195 

First, it is helpful to review some characteristics of serial dependence. Recent work from two independent groups has 196 

converged on the view that, in vision, serial bias effects arise from two different levels of processing, each producing an 197 

influence opposite in sign to the other (i.e., attractive versus repulsive). At the level of perception, adaptation to recent 198 

perceptual events produces repulsion from previous stimuli, whereas at the level of decision making, perceptual decisions 199 

are attracted toward previous decisions [17, 18]. These opposing effects also differ with regard to strength of influence on 200 

behavior, and to time course. Decisional biases have a stronger influence on behavior, which explains why the serial bias 201 

that is most often reported in the literature is attractive. The influence of perceptual adaptation, however, is longer lasting. 202 

This accounts for the fact that whereas the dependency on an item from one or two trials previous is typically attractive, 203 

this effect flips for longer lags, such that, for example, the influence of the item from five trials previous is repulsive [17]. 204 

Of critical relevance for the hijacked-adaptation model, one condition in the ABC-retrocuing results from Shan and Postle 205 

[16] was at odds with this pattern: For the IMI in the overlap condition, the serial bias from the previous trial was repulsive. 206 
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This raises a possibility that is at the heart of the hijacked-adaptation model: active removal of an item in WM may be 207 

accomplished via a top-down mechanism that mimics the circuit-level adjustments that are the basis of perceptual 208 

adaptation (e.g., [19-22]), but in a manner that is faster (effectively instantaneous) and more pronounced (such that its 209 

influence on the subsequent trial overcomes the attractive influence of the decision-making stage). It is important to note 210 

that we assume that the effects of perceptual adaptation can be modeled as reductions of gain in the perceptual circuits 211 

where this adaptation is taking place. If we start with the assumption that the perception of orientation is accomplished 212 

by passing visual signals through a bank of orientation-tuned filters, perceptual adaptation to, say, a 90° grating can be 213 

modeled as a decrease of the gain setting of the 90° filter and a smaller decrease of gain at adjacent filters (e.g., those 214 

centered on 60° and 120°). (In the framework of multivariate inverted encoding modeling (IEM), which plays a prominent 215 

role in this Preregistered Research Article, this putative bank of orientation-tuned filters is operationalized with a basis set 216 

of orientation-tuned “perceptual channels.”) Next we consider evidence from a WM task [15] that is consistent with this 217 

idea. 218 

Lorenc, Vandenbroucke et al. [15] carried out an fMRI study of DSR of oriented-grating stimuli, and one finding was 219 

that multivariate decoding evidence for an active trace of the IMI dropped to a level significantly below baseline. When 220 

the same data were analyzed with a multivariate inverted encoding model (IEM) the IMI reconstruction of the IMI was 221 

“flipped” relative to its reconstruction as a PMI. (For other examples of priority-related “flipping” of IEM reconstructions, 222 

see [23-25]). To better understand this effect, the authors carried out computational simulations comparing the effects of 223 

modifying the gain, the width, or the spacing (i.e. shifts in tuning profiles) of orientation-tuned perceptual channels, 224 

combined with varying “memory strength,” a factor that can be understood as the top-down attentional signal that 225 

maintains a WM representation in an active state. The empirical “flipping” effect was best modeled by a suppression of 226 

the gain of perceptual feature channels corresponding to the value of the IMI, combined with an intermediate level of 227 

memory strength.  228 
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Integrating across the findings from the perceptual decision-making [17, 18] and WM [15, 16] literatures that we have 229 

reviewed here has given rise to the idea that is the principal motivation for this Preregistered Research Article: The active 230 

removal of information from WM may be implemented via a top-down “hijacking” of an adaptation-like modification of 231 

perceptual circuits, paired with a weak pulse of (top-down) activation. More specifically, this model posits that active 232 

removal from WM is accomplished by the co-occurrence of two events. The first is the adaptation-like modulation of the 233 

gain of the perceptual channels that were engaged by the encoding of the to-be-removed item. (This is illustrated by the 234 

dip in the “level of gain” in Figure 4.) This putative operation is “adaptation-like” because it is triggered by the onset of the 235 

retrocue (not by the perceptual processing of the to-be removed item, which occurred at the beginning of the trial) and 236 

because it is greater in magnitude than is typical of perceptual adaptation (the repulsive effects of perceptual adaptation 237 

are typically weaker than the attractive influence of recent decisions). The second event, which is hypothesized to occur 238 

concurrently,  is the brief, weak activation of this item (illustrated by the lower level of top-down “activation,” relative to 239 

the PMI, in Figure 4). (It is important to note that this hypothesized mechanism differs in important details from a different 240 

hypothesized mechanism that is not being investigated here, the nonmonotonic plasticity hypothesis, which predicts 241 

weakening and forgetting of memories as a direct consequence of moderate reactivation [e.g., 26, 27, 28]. In highjacked 242 

adaptation, the construct of “weak activation” corresponds to the “memory strength” parameter in the simulation of 243 

Lorenc, Vandenbroucke et al. [15], which combines with a decrease in a distinct “gain” parameter in the model [15]. In our 244 

conceptualization of hijacked adaptation, these two effects are caused by two distinct top-down control signals, although 245 

a direct test of this possibility is outside the scope of the present work.)  246 

We plan to assess this hijacked-adaptation model by collecting fMRI data while subjects perform an ABC-retrocuing 247 

task (Figure 2) while high-contrast task-irrelevant visual stimuli are flashed to “ping” the visual system, so as to assay 248 

predicted consequences of this hypothesized mechanism for active removal. In the final subsection of the Introduction, 249 

we provide a narrative overview of the logic of our proposed experiment, and how it will operationalize tests of the three 250 
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models of active removal that we have reviewed here: hijacked adaptation; context breaking; and context shifting. This 251 

will provide context for understanding our Preregistered Hypotheses.  252 

 253 

Operationalizing tests of three models of active removal from WM 254 

Based on Shan & Postle [16], we assume that the IMI undergoes active removal in the overlap condition of the ABC-255 

retrocuing task, but passive removal in the no-overlap condition.  256 

Hijacked adaptation. As diagrammed in Figure 4, in the overlap condition, the hypothesized hijacked-adaptation 257 

operation is expected to produce a phasic “flipping” of the active representation of the IMI (operationalized as an IEM 258 

reconstruction of the IMI with a negative slope) during the first several seconds following the retrocue (i.e., early Delay 259 

2.1; note that this would constitute a replication of Lorenc, Vandenbroucke et al. [15]), followed by a disappearance of a 260 

detectable active trace (i.e., an IEM reconstruction slope not different from 0). This will correspond to successful removal 261 

of the IMI. A longer-lasting consequence of active removal, however, will be the residual adaptation-like change to the gain 262 

of perceptual feature channels that correspond to the orientation of the IMI. This will be revealed in the filtering of the 263 

ping-evoked response (at TRs 15+16), which will also produce a transient flipped IEM reconstruction of the IMI. Note that 264 

the delay period after the retrocue and before the ping (i.e., Delay 2.1) will be relatively long (15.25s), so as to be able to 265 

dissociate the endogenously generated flipped reconstruction of the IMI that is triggered by the retrocue (i.e., during early 266 

Delay 2.1) from the flipped reconstruction predicted to be evoked by the ping (at TRs 15+16). (Note that this is a novel 267 

prediction, in that, e.g., Lorenc, Vandenbroucke et al. [15] did not assess the state of representation of the IMI several 268 

seconds after the retrocue, as we will do here.) In the no-overlap condition, we predict that the withdrawal of attention 269 

will result in the disappearance of evidence for an active representation of the IMI during the first several seconds following 270 

the retrocue (i.e., early Delay 2.1). However, because the activity-silent trace of the IMI will not have been removed, the 271 

ping-evoked response will produce a conventional (i.e., not flipped) IEM reconstruction of the IMI (at TRs 15+16; c.f., [5]). 272 
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This pattern of results (summarized in Figure 4 and formalized in the statement of Preregistered hypotheses in Methods) 273 

would provide neural evidence that the active removal of information from WM can be accomplished via a mechanism of 274 

hijacked adaptation. It would also provide evidence relevant for accounts of the repulsive serial bias that is sometimes 275 

observed with perceptual discrimination tasks (e.g., [17, 18]). (We note that the viability of the hypothesis tests described 276 

here, as well as those that pertain to the context-breaking model (described next), depends on the ability to track, with 277 

IEM, the simultaneous representation of two separate items held in WM. Our group has done this successfully in fMRI 278 

studies of DSR-with-orientations [25] and DSR-with-direction-of-motion [23], and of in an EEG study 2-back WM for 279 

orientations [24].)   280 

(We note that the phenomenon of a flipped IEM reconstruction has also been described in studies that manipulate 281 

the priority of items held in WM [24, 25]. For example, in the DSR task when a retrocue designates an item a UMI, the IEM 282 

reconstruction of its orientation flips in early visual cortex (but not in IPS), and the IEM reconstruction of its location flips 283 

in IPS (but not in early visual cortex). When considered from the perspective of the levels-of-analysis framework of Marr 284 

and Poggio [29], however, prioritization and active removal differ in fundamental ways. At the computational level, there 285 

are two discrete problems to be solved: holding an item in WM in a deprioritized state [24, 25] versus actively removing 286 

an item from WM (the focus of this Preregistered Research Article). At the algorithmic level, we belive it is also likely that 287 

the two differ profoundly. We have argued elsewhere that deprioritization is accomplished via a mechanism of “rotational 288 

remapping”[30], whereas here the mechanism that we are proposing for active removal is hijacked adaptation (the 289 

simultaneous suppression of the gain of perceptual feature channels corresponding to the value of the IMI, combined with 290 

an intermediate level of activation of that representation). Thus, it is only at the implementation level that priority-based 291 

remapping and hijacked-adaptation may both produce “flipped” IEM reconstructions. (For an in-depth consideration of 292 

caveats when inferring underlying physiological processes from IEM reconstructions, see [31-34].) Additionally, hypothesis 293 

4 will address predicted differences for IEM reconstructions associated with hijacked adaptation relative to priority-based 294 
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remapping (i.e., [24, 25].) 295 

Context-breaking. This model predicts a failure to reconstruct the IMI during the during early Delay 2.1 (TR 7) in the 296 

overlap condition. This is because the hypothesized unbinding operation, whereby the association between the content 297 

of the memory item and its context is actively broken, has the effect of removing the item from WM [12], and thus 298 

removing the active trace needed to successfully reconstruct it with IEM. To our knowledge, the context-breaking model 299 

does not make an explicit assumption about the possible existence of residual activity-silent traces of removed items. Thus, 300 

in the overlap condition, either a failure to reconstruct the IMI following the ping (at TRs 15+16; consistent with the 301 

absence of a residual activity-silent trace), or a reconstruction with a positive slope (consistent with a residual activity-302 

silent trace of the item in its PMI format), could both be compatible with this model.  303 

Context-shifting. Because this model makes very different assumptions about how WM is organized and controlled, 304 

its predictions will be tested with a fundamentally different set of analyses. Rather than ‘active removal’ per se, the context 305 

shifting model predicts larger mental context shifts on overlap versus no-overlap trials. We will evaluate this prediction by 306 

assessing pattern similarity between Delay 1 (at TR 4) and the late portion of Delay 2.1 (at TR 12), in early visual cortex and 307 

in entorhinal cortex. In the overlap condition, the context-shifting model predicts a larger shift of mental context such that 308 

this discrepancy between mental contexts can compensate for the elevated level of cue competition.  309 

(Note that, although the observation of repulsive versus attractive serial biases in previous datasets was important 310 

for developing the model of hijacked adaptation (e.g., [16-18]), we consider these effects to be consequences of how a 311 

stimulus removed from WM (i.e., actively or passively), rather than of central relevance to the mechanism of removal. 312 

Because none of our tests of the three models of removal that are the focus of this Preregistered Research Article involve 313 

serial bias as a dependent measure, it is a deliberate choice that our design will not lend itself to analyses of serial 314 

dependence effects.) 315 

Figure 4. The mechanism of hijacked-adaptation, illustrated via the hypothesized states of perceptual circuits that encode 316 
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and maintain stimulus information in WM during different epochs of the trial. The rows of panels above and below the 317 

timelines correspond to four elements of the model: 1) the colored bars represent the activation levels of hypothetical 318 

orientation-tuned perceptual channels; 2) the red lines represent the level of top-down activation allocated to each of the 319 

two memory items; 3) the black lines represent the level of gain of the perceptual channels, with the default value of each 320 

being 1.0, and hijacked-adaptation resulting in channel-specific decreases in this value; 4) and the cartooned networks 321 

(Note that the level-of-gain in this figure only reflects the influence of top-down hijacked adaptation; the effects of true 322 

perceptual adaptation on channel gain are assumed to be too subtle to be detectable at the scale of the processes being 323 

illustrated here.) In the no-overlap trial (top five rows), each sample item is represented during Delay 1 with 1) elevated 324 

activity in the orientation channels corresponding to their value; 2) comparable levels of top-down activation; 3) baseline 325 

levels of gain at each channel; and 4) an activity-silent representation. During Delay 2.1, the representation of the 326 

retrocued item (i.e, A) remains elevated because its level of top-down activation remains unchanged. The active 327 

representation of the IMI (B), however, drops to baseline, because it is no longer receiving top-down activation. Importantly, 328 

however, the activity-silent representation of B remains. Early in Delay 2.2, the ping nonspecifically raises the activity level 329 

in every orientation channel. This produces a reactivation of B, because the activity from the ping is filtered through the 330 

activity-silent representation of B. In the overlap trial, the cuing of A prompts the active removal of B via highjacked 331 

adaptation: a coordinated decrease in the gain of the channels corresponding to B (illustrated by the orientation-specific 332 

dip in the gain field) plus a weak phasic activation of these channels (illustrated by the lower level of top-down activation, 333 

relative to the retrocued item) that occur during the early portion of Delay 2.1. The effect of these events is effectively 334 

instantaneous, and is two-fold: at the level of channel activity they produce an activity-based representation of B that is 335 

“flipped” (and labeled “IMI”); and at the level of activity-silent representation, the representation of B is removed 336 

(illustrated with dotted lines) due to synaptic weakening produced by the weak activation paired with the orientation-337 

specific reduction of gain. Later during Delay 2.1, the modified gain field persists but this is not evident in the activity of 338 

the perceptual channels with only baseline levels of activity corresponding to the value of the IMI. Finally, early in Delay 339 

2.2, responses to the ping, filtered through the modified gain field, produce a transient pattern of activity that is also a 340 

“flipped” version of B. 341 

 342 

Methods 343 

Preregistered hypotheses 344 

We propose to test 7 primary hypotheses in this Preregistered Research Article: 345 

Hypothesis 1a: In the overlap condition, the reconstruction of the orientation of the IMI during early Delay 2.1 (TR 7), 346 

with an IEM trained on the retrocued item at TR 7, will have a significantly negative slope. (Rationale: This pattern of a 347 

“flipped” IEM reconstruction, replicating [15], is hypothesized to be a consequence of hijacked adaptation. A failure to 348 

confirm this hypothesis, in contrast, would be consistent with the context-breaking model, because the active 349 
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representation would simply no longer be in WM. The context-shifting model does not make a prediction either way, but 350 

would need to be modified to accommodate confirmation of this hypothesis.)  351 

Hypothesis 1b: In the no-overlap condition, the reconstruction of the orientation of the IMI during early Delay 2.1 (TR 7), 352 

with an IEM trained on the retrocued item at this time (i.e., TR 7), will have either a small positive slope (smaller than the 353 

retrocued item) or a slope not different from 0. (Rationale: Because this condition is assumed to involve passive removal, 354 

from the perspective of the hijacked adaptation model no correlate of active removal is expected. Thus, for this model, 355 

the critical prediction is that the reconstruction of the IMI will not have a negative slope. For all three models, passive 356 

removal should manifest as a gradual decline in the strength of the active trace as it “fades away;” none of them makes 357 

explicit predictions about the time course of passive removal.  358 

Hypothesis 1c: The slopes from 1a and 1b will differ. (Rationale: If the “flipped” IEM reconstruction is specific to active 359 

removal (predicted by hijacked-adaptation model), the slopes of IEM reconstructions from the two conditions should 360 

differ. Confirmation of this hypothesis would provide quantitative evidence that the two conditions differ in terms of the 361 

processing of the IMI (active vs. passive removal). This outcome is a necessary precondition for the subsequent 362 

hypotheses about predicted consequences of hijacked activation to be valid. Failure to confirm this hypothesis would be 363 

consistent with both the context-breaking and context-shifting models, because neither predicts “flipped” IEM 364 

reconstruction of the IMI.) 365 

 366 

Hypothesis 2a: In the overlap condition, if an IEM can be successfully trained to reconstruct the retrocued item during 367 

late Delay 2.1 (i.e., at TR 12), the reconstruction of the orientation of the IMI at this same time point, with that same 368 

IEM, will be unsuccessful (i.e., slope not different from 0). (Rationale: This is a sanity check for both the hijacked-369 

adaptation and context-breaking model, which predict that active removal will have removed any active trace of the IMI. 370 

For this hypothesis, bootstrap testing will be supplemented with calculation of Bayes Factors. The context-shift model, in 371 
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contrast, does not make a strong prediction, because a change of context between early- vs. late-Delay 2.1 might only 372 

weaken, but not obliterate, cross-condition testing with IEM [c.f., [35].]) 373 

Hypothesis 2a’ (if needed): In the overlap condition, if an IEM cannot be successfully trained to reconstruct the retrocued 374 

item during late Delay 2.1 (i.e., at TR 12), the reconstruction of the orientation of the IMI at this same time point with an 375 

IEM trained on the retrocued item during early Delay 2.1 (i.e., at TR 7) will be unsuccessful (i.e., slope not different from 376 

0). (Rationale: This is an alternative way to carry out the same sanity check from Hypothesis 2a, if 2a cannot be tested.) 377 

Hypothesis 2b: In the no-overlap condition, if an IEM can be successfully trained to reconstruct the retrocued item during 378 

late Delay 2.1 (i.e., at TR 12), the reconstruction of the orientation of the IMI at that time point, with that same IEM will 379 

be unsuccessful (i.e., slope not different from 0). (Rationale: This is not a strong test of any of the three hypotheses, 380 

merely a statement of the expectation that there will no longer be a detectable active trace of no-longer-relevant item 381 

(the IMI) at the end of Delay 2.1 (i.e., 14 sec after the retrocue designated it the IMI).) 382 

Hypothesis 2b’ (if needed): In the no-overlap condition, if an IEM cannot be successfully trained to reconstruct the 383 

retrocued item during late Delay 2.1 (i.e., at TR 12), the reconstruction of the orientation of the IMI during late Delay 2.1 384 

with an IEM trained on the retrocued item from early Delay 2.1 (i.e., TR 7) will be unsuccessful (i.e., slope not different 385 

from 0). (Rationale: This is an alternative way to confirm the same expectation as described for Hypothesis 2b, if 2b 386 

cannot be tested.) 387 

 388 

Hypothesis 3a: In the overlap condition, if an IEM can be successfully trained to reconstruct the retrocued item from the 389 

ping-evoked response (i.e., at TR 15+16), the reconstruction of the orientation of the IMI from the ping-evoked response 390 

(i.e., at TRs 15+16), with that same IEM, will have a significantly negative slope. (Rationale: This is a key prediction of the 391 

hijacked-adaptation model, which is that the persistence of the pattern of channel-specific gain modification (resultant 392 

from the application of this mechanism to effect active removal of the IMI) – the same phenomenon hypothesized to be 393 
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responsible for the repulsive serial bias effect [16] – will be revealed when signals from the ping are filtered through these 394 

perceptual channels. Neither the context-breaking nor the context-shifting model would be able to account for this 395 

predicted outcome.) 396 

Hypothesis 3a’ (if needed): In the overlap condition, if an IEM cannot be successfully trained to reconstruct the retrocued 397 

item from the ping-evoked response (i.e., from TRs 15+16), the reconstruction of the orientation of the IMI from the 398 

ping-evoked response (i.e., from TRs 15+16) with an IEM trained on the retrocued item at TR 7 will have a significantly 399 

negative slope. (Rationale: This is an alternative way to test the prediction of Hypothesis 3a, if 3a cannot be tested.) 400 

Hypothesis 3b: In the no-overlap condition, if an IEM can be successfully trained to reconstruct the retrocued item from 401 

the ping-evoked response (i.e., from TRs 15+16), the reconstruction of the orientation of the IMI from the ping-evoked 402 

response (i.e., from TRs 15+16) with that same IEM will have a significantly positive slope. (Rationale: Because passive 403 

removal is assumed to leave the (putative) activity-silent representation of the IMI intact (c.f. [4, 5]), when signals from 404 

the ping interact with this activity-silent representation of the IMI (e.g., are filtered through it [9] or, in the sonar 405 

metaphor, “bounce off it” [36, 37]) the ping-evoked response will reveal this residual activity-silent representation of the 406 

IMI (c.f., [36, 37].)    407 

Hypothesis 3b’ (if needed): In the no-overlap condition, if an IEM cannot be successfully trained to reconstruct the 408 

retrocued item from the ping-evoked response (i.e., from TRs 15+16), the reconstruction of the orientation of the IMI 409 

from the ping-evoked response (i.e., from TRs 15+16), with an IEM trained on the retrocued item from early Delay 2.1 410 

(i.e., from TR 7) will have a significantly positive slope. (Rationale: This is an alternative way to test the prediction of 411 

Hypothesis 3b, if 3b cannot be tested.) 412 

Hypothesis 3c: The slopes from 3a and 3b will differ. (Rationale: If the persistence of the pattern of channel-specific gain 413 

modification is specific to active removal (predicted by hijacked-adaptation model), the slopes of IEM reconstructions 414 
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from the two conditions should differ. Confirmation of this hypothesis would provide quantitative evidence that the 415 

persistent effects of active vs. passive removal differ in the way predicted by the hijacked-adaptation model.) 416 

Hypothesis 3c’ (if needed): The slopes from 3a’ and 3b’ will differ. (Rationale: This is an alternative way to test the 417 

prediction of Hypothesis 3c, if 3c cannot be tested. Neither the context-breaking nor the context-shifting model would be 418 

able to account for this predicted outcome.) 419 

 420 

Hypothesis 4: In the overlap condition, in the intraparietal sulcus (IPS) ROI, the IEM reconstruction of the location of the 421 

IMI during early Delay 2.1 (TR 7), with an IEM trained on the retrocued item at TR 7, will not have a significantly negative 422 

slope. (Rationale: A “flipped” IEM reconstruction of the location, but not the orientation, of the unattended memory item 423 

(UMI) in IPS has been reported elsewhere [25], and interpreted as reflecting the deprioritization of the context of the UMI 424 

by a mechanism of “priority-based remapping” [25]. In the ABC-retrocuing task, in contrast, applying the mechanism of 425 

hijacked-adaptation to the representation of the location of the IMI could harm performance, because “active removal” 426 

of this location might impair the ability to encode item C, which will be presented at this same location. Such an outcome 427 

would illustrate an important difference between the mechanisms underlying flipped IEM reconstructions observed with 428 

priority-based remapping [16, 24, 25] versus with hijacked adaptation [15].) 429 

 430 

Hypothesis 5: In the overlap condition, with an IEM trained on the retrocued item at TR 7, the baseline of the 431 

reconstruction of the orientation of the IMI from the ping-evoked response (i.e., from TRs 15+16, Delay 2.2; baseline 432 

estimated from the fit of a exponentiated cosine function [c.f., 23, 38]) will be higher than the baseline of the 433 

reconstruction of the orientation of the IMI during early Delay 2.1 (TR 7). (Rationale: This is not a strong test of any of the 434 

three models, but a statement of the expectation that the visual ping will produce a reconstruction of the orientation of 435 
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the IMI with a higher baseline, because it will be embedded in an evoked response (Fig. 4; c.f. the IEM reconstruction 436 

from the mask-evoked response in [30]).) 437 

 438 

Hypothesis 6a: In the anterior lateral entorhinal cortex (alEC) ROI, the multivoxel pattern similarity between late Delay 1 439 

(TR 4, just prior to the retrocue) and late Delay 2.1 (TR 12, just prior to the ping) will be higher in the no-overlap 440 

condition than in the overlap condition. (Rationale: Using multivoxel pattern similarity between timepoint A and 441 

timepoint B within the same trial as a neural correlate for drift in mental context, the context-shifting model predicts a 442 

greater multivoxel pattern dissimilarity in conditions requiring “active removal” due to high spatial overlap. Previous 443 

work by Bellmund et al. [39] has implicated alEC as an important neural substrate for the representation of mental 444 

context.)  445 

Hypothesis 6b: In the early visual ROI, the multivoxel pattern similarity between Delay 1 (TR 4, just prior to the retrocue) 446 

and Delay 2.1 (TR 12, just prior to the ping) will be higher in the no-overlap condition than in the overlap condition. 447 

(Rationale: Because little is known about the neural correlates of mental context, it seems reasonable to speculate that a 448 

strategic shift of mental context may also manifest itself in a region associated with the representation of the stimuli 449 

being held in WM.) 450 

Hypothesis 6c: In the posterior medial EC (pmEC) ROI, the pattern similarity between TR 4 and TR 12 will not differ across 451 

conditions. (Rationale: The same previous study by Bellmund et al. [39] did not find evidence for the encoding of mental 452 

context in pmEC, and so this region offers an a priori test for the specificity of Hypothesis 6a, should 6a be confirmed.) 453 

 454 

Summary Table 455 
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Note: Each of the three models being assessed here can be construed as a research question: the hijacked-activation 456 

(HA) model, the context-breaking (CB) model, and the context-shifting (CS) model; the sampling plan is the same for all 457 

hypotheses (n = 30).  458 

Hypothesis 

(model) 
Analysis Pre-specified outcomes 

1a (HA and CB) Bootstrapping 
significantly negative slope = consistent with HA; slope not different from 

0 = consistent with CB 

1b (HA and CB) Bootstrapping 

slope not different from 0 = consistent with HA and CB; slope different 

from 0 (either direction) means procedure failed to elicit expected initial 

signature of passive removal 

1c (HA , CB, CS) Bootstrapping 

1a and 1b differ = consistent with qualitative difference between active 

and passive removal; 1a and 1b do not differ significantly suggests no 

mechanistic difference between “active” and “passive” removal (= 

inconsistent with HA and CB); = consistent with CS 

2a (HA and CB) 
Bootstrapping plus 

Bayes Factors 

Slope not different from 0 = evidence for an active trace of the IMI is 

absent, a necessary condition for interpreting the effect of the ping; slope 

different from 0 may complicate interpretation of the effect of the ping. 

2a’ (HA and CB) 
Bootstrapping plus 

Bayes Factors 

This is an alternative way to assess 2a, in the event that an IEM can NOT 

be successfully trained to reconstruct the retrocued item at TR 12; 

interpretation of outcomes is the same as 2a 

2b (HA) Bootstrapping Same as 2a, except for no-overlap condition 

2b’ (HA) Bootstrapping Same as 2a’, except for no-overlap condition 

3a (HA and CB) Bootstrapping 
Negative slope = evidence for a key prediction of HA, the adaptation-like 

gain modulation of orientation-tuned sensory channels; positive slope = 
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disconfirmation of HA; not different from 0 = failure to find evidence for 

HA, but consistent with the breaking of content-context association of the 

IMI [12] 

3a’ (HA and CB) Bootstrapping 

This is an alternative way to assess 3a, in the event that an IEM can NOT 

be successfully trained to reconstruct the retrocued item at TRs 14+15; 

interpretation of outcomes is the same as 3a 

3b (HA) Bootstrapping 

Positive slope = evidence for a residual activity-silent representation of 

the IMI, an assumed consequence of passive removal; not different from 

0 = failure to replicate Bae & Luck [4] and Barbosa, Stein et al. [5] 

3b’ (HA) Bootstrapping 

This is an alternative way to assess 3b, in the event that an IEM can NOT 

be successfully trained to reconstruct the retrocued item at TRs 14+15; 

interpretation of outcomes is the same as 3b 

3c (HA and CB) Bootstrapping 

3a and 3b differ = consistent with qualitative difference between active 

and passive removal; 3a and 3b do not differ would suggest no 

mechanistic difference between “active” and “passive” removal, which 

would be inconsistent with HA and CB, but would not pose a problem for 

CS. 

3c’ (HA and CB) Bootstrapping 
This is an alternative way to assess 3c, in the event that either 3a’ or 3b’ 

were needed 

4 (HA) Bootstrapping 

Absence of a negative slope will offer evidence that the mechanisms 

implementing HA are different from those implementing priority-based 

remapping [16, 24, 25], because retrocue-triggered priority-based 

remapping does produce IEM reconstructions of stimulus location with 

negative slopes  
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5 (Not 

applicable) 
Bootstrapping 

As illustrated in Figure 4, although the IEM reconstruction of the IMI is 

expected to have a negative slope during both Delay 2.1 (i.e., following 

the retrocue) and Delay 2.2 (i.e., following the ping), the ping-evoked 

response is expected to nonspecifically drive a higher response in every 

channel in the basis set of the IEM (c.f. the IEM reconstruction from the 

mask-evoked response in [30]), resulting in a higher baseline for the IEM 

reconstruction of the IMI during Delay 2.2 than during Delay 2.1  

6a (CS) Paired t-test 

Pattern similarity greater for no-overlap than for overlap in alEC ROI = 

support CS model; no difference between conditions in alEC = no support 

for CS model in alEC.  

6b (CS) Paired t-test 

Pattern similarity greater for no-overlap than for overlap in the early 

visual ROI = support CS model; no difference between conditions = no 

support for CS model in the early visual ROI 

6c (CS) Paired t-test 

Pattern similarity greater for no-overlap than for overlap in pmEC ROI = a 

failure to find specificity for the effect in alEC predicted by Hypothesis 6a; 

no difference between conditions in pmEC = evidence for the specificity 

of the effect in alEC predicted by Hypothesis 6a. 

 459 

Subjects 460 

30 subjects who are 18-35 years in age with normal or corrected-to-normal vision and report no history of 461 

neurological disease will be recruited from the University of Wisconsin–Madison community. Informed consent will be 462 

obtained. All experimental procedures for the Preregistered Research Article have been approved by the University of 463 

Wisconsin–Madison Health Sciences Institutional Review Board (protocol ID 2017-0344). 464 
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Power analysis. Using data from Yu, Teng, and Postle [25], in which a negative slope of the IEM reconstruction of the 465 

UMI in a DSR-of-orientation task has been observed, power analysis of the 2-tailed one sample t-test shows we will need 466 

data from 30 subjects to achieve 90% power to detect a significantly negative slope for the reconstruction of orientation 467 

of the UMI (Cohen’s d = 0.617), and data from 26 subjects to detect a significantly positive slope for the reconstruction of 468 

orientation of the PMI (Cohen’s d =0.675).  469 

To the best of our knowledge, there is no established way to perform power analysis for bootstrapping, which we 470 

will use in the current study to test for the predicted positive and negative slopes of reconstructions. We used data from 471 

Yu, Teng, and Postle [25] to simulate the p-values obtained from t-tests versus from bootstrapping with different sample 472 

sizes. Because this sample had data from 13 subjects, we generated estimates ranging from N = 8 to N =12, by randomly 473 

drawing N subjects from the sample, without replacement, and conducting a t-test and a bootstrap analysis on these 474 

data. For the t-tests, we collapsed over channel responses on both sides of the target channel, averaged them, and 475 

calculated the slope of the averaged UMI reconstruction of each subject with linear regression. The slopes were then 476 

compared to 0 with a 2-tailed one sample t-test. For bootstrapping, the method was the same as specified in the 477 

Statistical Analyses subsection of fMRI Analyses section of the Methods. This process was repeated 10 times at each N to 478 

get 10 (different) sets of subjects and 10 p-values for each test. For N=13, one p-value was obtained from each test. 479 

Across sample sizes, the bootstrapping was generally more sensitive than the t-test (Figure 5). It has been shown by 480 

other researchers that the bootstrap consistently outperformed the t-test in a more systematic way [40]. Based on this, 481 

we reason that the sample size estimated by the power analysis for a t-test provides a conservative estimation of the 482 

sample size required in the current study (because we will be using the more sensitive bootstrapping procedure). In the 483 

current study we will use a sample size of 30 subjects. 484 

 485 

Figure 5. The p-values obtained from bootstrapping tests and t-tests of subsets of subjects from Yu, Teng, and Postle [25]. 486 
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The darker stars overlaid on the dots represent the mean and the error bars show the standard deviation of each set of p-487 

values. 488 

 489 

Stimuli and procedure 490 

The stimulus presentation and response collection will be implemented with MATLAB (MathWorks, Natick, MA, 491 

USA) with the Psychtoolbox-3 extensions [41, 42]. The display will be projected into the scanner and onto a mirror 492 

mounted on the head coil at 60-Hz (Avotec Silent Vision 6011 projector; Avotec, Stuart, FL, USA). The viewing distance 493 

will be roughly 69 cm and the screen width will be 33.02 cm. The sample stimuli will be grayscale sinusoidal gratings 494 

(radius = 3;̊ contrast = 0.6; spatial frequency = 1 cycles/;̊ random phase angle) presented on gray background (L= 52, a = 495 

0, and b = 0 in CIEL*ab space). There will be six possible sample orientations: 20°, 50°, 80°, 110°, 140°, 170°; with a 496 

random jitter of ±0°- 3° added with each presentation. These and all ensuing stimuli will appear at any of six possible 497 

locations on an imaginary circle centered on fixation (radius of 8°, locations centered at each of these polar angles: 30°, 498 

90°, 150°, 210°, 270°, 330°). The retrocue will be a white circle (thickness=0.08°) with the same radius as the sample 499 

stimuli. Ping stimuli will be high contrast concentric circles with the same radius and spatial frequency as the gratings 500 

(contrast=1). The response dial will be a black bar (thickness=0.08°) corresponding to the diameter of a black circle with 501 

the same radius as the gratings (thickness=0.08°). Subjects will be instructed to adjust the orientation of the bar using an 502 

MR-compatible trackball (Current Designs, Philadelphia, PA, USA) and to report their response by pressing a button on 503 

the trackball when the orientation of the bar matches their memory for the probed sample. After the button is pressed 504 

by the subject, the black bar of the response dial will become thicker (thickness=0.16°) to indict the response has been 505 

made and cannot be changed. A white fixation dot will be present throughout each block (i.e., also during the ITI).  506 

Each trial of ABC retrocuing will start with the simultaneous presentation of two samples (A and B; 1 s) followed by 507 

Delay 1 (7 s). Next the retrocue will appear for 0.75 s at the location that had been occupied by either A or B, thereby 508 
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designating a PMI (which might be tested at the end of the trial) and, by implication, the IMI (no longer relevant for that 509 

trial). The retrocue will be followed by Delay 2.1 (15.25 s), which will be followed by the simultaneous presentation (0.25 510 

s) of ping stimuli at each of the six locations, then Delay 2.2 (7.75 s), then sample item C (1 s), then Delay 3 (1 s). Finally, 511 

the response dial will appear at the location that had been occupied by the retrocued item or by item C, prompting the 512 

recall of the orientation of that item (4-s response window). The inter-trial interval ITI will vary randomly between 6, 8, 513 

and 10 s.  514 

On each trial the orientation of items A and B will be randomly selected, with replacement, from the pool of six 515 

possible values. The locations of item A and B will be randomly selected from the six possible locations. To fully cross the 516 

orientations of item A and B, 21 unique trials are required. 252 trials (12 repetitions per unique trial) will be used for 517 

each condition. The retrocuing of A or B will be randomly determined on every trial. The orientation of item C will be 518 

randomly selected from the pool of six possible values (i.e., independent of A and B), and its location will depend on 519 

condition: in the overlap condition it will appear at the location that had been occupied by the uncued item; in the no-520 

overlap condition it will appear in a location randomly selected from the four that had not been occupied by A or B. The 521 

retrocued item or the item C will be probed for recall equiprobably.  522 

Trials will be blocked by condition (overlap, no-overlap condition), and subjects will be explicitly informed of the 523 

condition before the start of each block. Each subject will participate in 4 scanning sessions. The first scanning session 524 

will consist of 6 runs, each run corresponding to a 14-trial block. The three remaining scanning sessions will each consist 525 

of 10 runs (each run corresponding to a 14-trial block). There are fewer runs in the first session due to acquisition of 526 

structural images. To facilitate the consistent use of active removal and passive removal, within each session the first 3 527 

blocks (for the first session) or 5 blocks (for the last three sessions) will be of one condition and the remaining blocks will 528 

be of the other condition. The order of conditions within a session will be counterbalanced across sessions and across 529 

subjects. In the first session, each subject will first do two practice blocks (one block for each condition) outside the 530 
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scanner and another practice block (with the same condition as the first real block) inside the scanner. An Avotec RE-531 

5700 eye-tracking system (Avotec) will be used to track eye position throughout each scanning session, and to assure 532 

that subjects’ eyes are open during the ping.  533 

 534 

Behavioral Data Analysis 535 

The mean absolute error of recall across subjects will be calculated for each condition separately. The performance 536 

across the two conditions will be compared with a paired t-test. 537 

 538 

fMRI Data Acquisition 539 

 Whole-brain images will be acquired at the Lane Neuroimaging Laboratory at the University of Wisconsin–Madison 540 

HealthEmotions Research Institute (Department of Psychiatry) using a 3 Tesla GE MR scanner (Discovery MR750; GE 541 

Healthcare, Chicago, IL, USA). A high-resolution T1 image will be acquired with a fast spoiled gradient recalled echo 542 

sequence (8.2 ms TR, 3.2 ms TE, 12 ̊flip angle, 176 axial slices, 256 × 256 in-plane, 1.0 mm isotropic) for each session.  543 

Functional data will be acquired with a gradient-echo echo-planar sequence (2 s repetition time [TR], 22 ms echo time 544 

[TE], 60 ̊flip angle) within a 64 × 64 matrix (42 axial slices, 3 mm isotropic). 545 

 546 

fMRI Data Preprocessing 547 

fMRI data will be preprocessed with the Analysis of Functional Neuroimages (AFNI) package 548 

(https://afni.nimh.nih.gov). To achieve a steady state of tissue magnetization, the first four TRs of each run will be 549 

discarded. The data will then be registered to the final volume of each scan and then to the anatomical images from the 550 

first session. Volumes will be motion corrected with six nuisance regressors to account for mead motion artifacts. Linear, 551 

https://afni.nimh.nih.gov/
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quadratic, and cubic trends will be removed for each run and the z-scores of fMRI time series data will be calculated 552 

within each run. 553 

 554 

fMRI Analyses 555 

Task-related activity. The fMRI data will be fitted to a general linear model (GLM) with regressors for each epoch of 556 

the task -- Encoding A&B (2 s), Delay 1 (6 s), Delay 2.1 (16 s), Delay 2.2 (8 s), Encoding C (2 s), Recall (4 s) – each 557 

convolved with a canonical hemodynamic response function, as well as nuisance covariates for between-trial and 558 

between-scan drift, and head motion.  559 

ROI creation. Hypothesis tests will be carried out in an early visual cortex ROI , an IPS ROI and two entorhinal cortex 560 

(EC) ROIs – anterior lateral (al)EC and posterior medial (pm)EC . First, an anatomically defined ROI of early visual cortex 561 

will be created from masks corresponding to V1 and V2 (merged, both hemispheres), and an anatomically defined ROI of 562 

IPS (comprising IPS0–5; merged, both hemispheres), both based on the probabilistic atlas of Wang and colleagues [43] 563 

and warped to each subject’s structural scan in native space. Hypothesis testing will be carried out in the 500 voxels 564 

within the anatomical early visual cortex ROI with have the strongest weights on the Encoding A&B regressor, which we 565 

refer to as the early visual ROI. For the IPS, hypothesis testing will be carried out in the 500 voxels within the anatomical 566 

IPS ROI with have the strongest weights on the Delay 2.1 regressor. For the temporal ROIs, following the practice of 567 

Bellmund et al. [39], we will co-register masks from Navarro Schröder et al. (2015; [44]) from standard MNI space (1 mm) 568 

to each participant’s functional space. The subregion masks from Navarro Schröder et al. (2015) will be each intersected 569 

with participant-specific EC masks obtained from their structural scan using the automated segmentation in Freesurfer 570 

(version 5.3) to improve anatomical precision for the masks. 571 

Inverted Encoding modeling. IEM analyses will be performed with custom functions in MATLAB. In IEM, the 572 

responses of each voxel are assumed to be a weighted sum of responses of several hypothetical tuning channels. Six 573 
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tuning channels of orientation (or location for Hypothesis 4) will be used and the tuning curve of each channel will be 574 

defined as a half-wave–rectified sinusoid raised to the eighth power. We will first compute the weight matrix W (v voxels 575 

× k channels) that projects the hypothesized channel responses C1 (k channels × n trials) to the measured voxel 576 

responses B1 (v voxels × n trials) with the training dataset to get the estimate of the weight matrix �̂�. Then we use �̂� to 577 

reconstruct the channels responses 𝐶2̂ from the voxel activities B2 of the testing dataset. The relationship between B1, 578 

W and C1 will be characterized by  579 

𝐵1 = 𝑊𝐶1 580 

The least-squared estimate of the weight matrix (�̂�) will be calculated using linear regression: 581 

�̂� = 𝐵1𝐶1
𝑇(𝐶1𝐶1

𝑇)−1 582 

The channels responses 𝐶2̂ of the testing dataset will then be calculated with the weight matrix (�̂�) and the BOLD 583 

data (𝐵2): 584 

𝐶2̂ = (�̂�𝑇�̂�)−1�̂�𝑇𝐵2 585 

The IEMs will be trained with the orientation (or location for Hypothesis 4) of the retrocued item and test on the 586 

orientation (or location) of the retrocued item or the IMI at each TR after the offset of item A and B and before the onset 587 

of item C. We will use a leave-one-run-out procedure in which the model will be trained with data of all but one run and 588 

tested on the left-out run. This process will be repeated until the reconstruction of all runs is acquired. The estimated 589 

channels responses will be centered on the orientation (or location) of the tested item. The reconstruction will be 590 

generated on all TRs but our pre-registered hypotheses will focus on specific TRs: Hypothesis 1a, 1b, 1c and 4 will focus 591 

on TR 7; Hypothesis 2a and 2b will focus on TR 12. For Hypothesis 3a, 3b and 3c, the averaged BOLD of TR 15 and TR 16 592 

will be used to train and test the model. In case we cannot get a reliable reconstruction of the retrocued item at TR 12 593 

and/or TRs 15+16 due to the representation of the retrocued item shifts to an activity-silent state after a long time span 594 



30 

 

since the presentation of the item, the retrocued item at TR 7 will be used to train the model and TR 12 (for Hypothesis 595 

2a and 2b) and/or TRs 15+16 (for Hypothesis 3a, 3b and 3c) will be tested. 596 

For all analyses of orientation (i.e., Hypotheses 1-3 & Hypothesis 5) IEM training will collapse across the location at 597 

which items appeared on the screen. This choice is justified for two reasons. First, in a previous study that presented 598 

orientations at only four different locations (and therefore collected enough data to train location-specific IEMs of 599 

orientation), location-specific IEMs were found to be only subtly numerically superior (i.e., higher reconstruction slopes) 600 

to location-nonspecific IEMs trained with the same number of trials [35]. Second, in a previous study that presented 601 

orientations at eight different locations (and therefore did not collect enough data to train location-specific IEMs of 602 

orientation), location-nonspecific IEMs or orientation were robust [25]. (Indeed, it is with data from Yu, Teng, and Postle 603 

[25] that we performed power calculations for this study.) 604 

Statistical Analyses for Hypotheses 1 - 4. The strength of IEM reconstructions of memory items will be 605 

operationalized by their slope. We will collapse over channel responses on both sides of the target channel, average 606 

them, and calculate the slope of the reconstruction with linear regression for each subject separately.  607 

We will use bootstrapping to test the statistical significance of the group-average slope of each reconstruction [38, 608 

45]. For each hypothesis test, we will randomly sample 30 reconstructions from the pool of 30 (one per subject), with 609 

replacement, and calculate the average of the channel responses. This process will be repeated 10,000 times to get 610 

10,000 resampled group-average reconstructions, and the slopes of these reconstructions will be calculated. Two-tailed 611 

p-values will be computed as the proportion of positive or negative slopes, whichever is smaller, multiplied by 2. 612 

Furthermore, for Hypothesis 2a or 2a’ (if needed), we will test whether the slopes differ from 0 with Bayes factor using 613 

the Bayesian one sample t-test implemented in JASP (version 0.11.1.0). To test the difference between slopes, we will 614 

calculate the difference between the 2 slopes of interest for each one of the 10,000 resampled data sets. Two-tailed p-615 

values will be the proportion of positive or negative differences, whichever is smaller, multiplied by 2. 616 
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Statistical Analyses for Hypotheses 5. To test whether the baselines of IMI-orientation reconstructions differ 617 

between early Delay 2.1 and Delay 2.2 under the overlap condition, the IEM will be trained with the orientation of the 618 

retrocued item on TR 3 (Delay 1) and this IEM will be used to reconstruct the IMI orientation on TR7 (Delay 2.1) and on 619 

TRs 15+16 (Delay 2.2). To create a smooth reconstruction with 180 data points, the training and reconstructing will then 620 

be repeated 29 times and the centers of the hypothetical tuning channels will be shifted by 1° on each iteration. 621 

We will use bootstrapping to test the difference between these two baselines. We will randomly sample 30 622 

reconstructions from the pool of 30 (one per subject), with replacement, and calculate the average of the 623 

reconstructions. Each average reconstruction will then be fit with an exponentiated cosine function: 624 

𝑓(𝑥) = 𝛼(𝑒𝑘(cos(𝜇−𝑥)−1)) + 𝛽 625 

where 𝑥 ranges from 1 to 180, 𝑓(𝑥) is the reconstruction. 𝜇, 𝑘, and 𝛼 control the center, concentration and amplitude of 626 

the function, respectively. 𝛽 is the baseline of the function. Following a previous study in which this analysis was 627 

conducted, the fitting will be conducted by combining a general linear model with a grid search procedure and the 628 

resampling and fitting will be repeated only 2,500 times [38]. We will calculate the difference between the 2 baselines 629 

for each one of the 2,500 resampled data sets. Two-tailed p-values will be the proportion of positive or negative 630 

differences, whichever is smaller, multiplied by 2. 631 

Statistical Analyses for Hypothesis 6. In these analyses we will quantify whether the multivoxel pattern similarity 632 

between late Delay 1 (TR 4) and late Delay 2.1 (TR 12) will be lower in the overlap condition than in the no-overlap 633 

condition. For each ROI, we will calculate Pearson correlation coefficients between patterns in these 2 TRs for each trial 634 

to measure cross-temporal pattern similarity. The correlation coefficients will be Fisher z-transformed and averaged for 635 

each combination of subject and condition. To test the prediction of the WMEM model [13] that the neural 636 

representation of context shift will be greater in the overlap condition (i.e., in the condition that requires “active 637 

removal”), we will conduct a two-way paired t-tests of the cross-temporal pattern similarities for each ROI.  638 
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 639 

Timeline 640 

 We anticipate the data collection will take about 1 year. We will carry out data processing and analysis in parallel to 641 

data collection as new data are collected. The analyses of data and write-up and submission of the Stage 2 report are 642 

expected to be completed within 4 months after all data are collected. If there are pandemic-related interruptions, the 643 

project will be delayed accordingly. 644 

  645 
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