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1.  Introduction 
Working memory refers to the ability to hold information in an accessible state – in 

the absence of relevant sensory input – to transform it when necessary, and to use it to guide 
behavior in a flexible, context-dependent manner. Individual differences in working memory 
ability are relatively stable and trait-like, and they predict an impressive array of laboratory 
measures and real-world outcomes, from general fluid intelligence1-5  to reading6 to scholastic 
achievement7. It can be demonstrated with any modality of sensory information, alone or in 
combination, as well as for most domains of cognition. Because working memory is 
understood to be a necessary elemental contributor to many aspects of high-level cognition – 
such as cognitive control, problem solving, and planning e.g., 8,9,10 – and because its 
impairment is characteristic of many neurological and psychiatric syndromes – including 
attention deficit hyperactivity disorder (ADHD), Alzheimer’s disease (AD), Parkinson’s 
disease (PD), major depressive disorder (MDD), and schizophrenia e.g., 11,12 – it is the focus 
of intensive study within several domains of psychology, neuroscience, and medicine. Across 
these disciplines, working memory has been studied most intensively with tasks requiring 
visual, auditory, and linguistic processing, and these will be the focus of this review.   

 The formal study of the ability to mentally retain short lists of verbal material dates 
back at least to the time of Ebbinghaus13 and James 14. The idea of working memory as a key 
element of cognition, however, emerged during the cognitive revolution, as psychologists 
began to explicitly consider cognition from an information-processing perspective. Beginning 
in the 1950s, computational models of human problem solving incorporated a “working 
memory” that served a function similar to that of random access memory (RAM) in the 
architectures of computing machines15,16. This, in turn, influenced the thinking of Miller, 
Galanter, and Pribram (1960)17 in their articulation of an alternative to the behaviorist 
program for explaining higher-level cognition. In their conception, even the most elemental 
processing of an input involved its comparison against an internal model, the outcome of 
which would determine an organism’s response to that input. This necessitated the 
incorporation of feedback, and meant that the analysis of even the simplest of sensory-motor 
events needed to incorporate principles from information theory18, and an appreciation that 
all cognitive processing involves the implementation of control. When considering higher 
levels of cognition (e.g., planning, decision making, communicating), Miller et al. (1960)17 
characterized the propositional units of cognition as “Plans,” and asserted the following about 
the execution of a Plan: 

“… something important … happen[s] to a plan when the decision is made to 
execute it. It is taken out of dead storage and placed in control of a segment of 
our information-processing capacity. It is brought into the focus of attention, 
and as we begin to execute it we take on a number of menial but necessary 
tasks having to do with gathering data and remembering how far in the Plan 
we have progressed at any given instant, etc. Usually the Plan will be 
competing with other Plans also in the process of execution, and considerable 
thought may be required in order to use the behavioral stream for advancing 
several Plans simultaneously. The parts of a Plan that is being executed have 
special access to consciousness and special ways of being remembered that 
are necessary for coordinating parts of different Plans … When we have 
decided to execute some particular Plan, it is probably put into some special 
state or place where it can be remembered while it is being executed… 
Without committing ourselves to a specific machinery, therefore, we should 
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like to speak of the memory we use for the execution of our Plans as a kind of 
quick-access, ‘working memory.’ (p. 65)” 

This passage invokes several concepts that remain highly relevant for contemporary 
models of and debates about working memory, and we will consider many of them over the 
course of this chapter: the activation of information from long-term memory (LTM); the 
focus of attention; the distinction between the rules and/or goals that are guiding behavior 
(i.e., the “Plans”) versus the situation-specific information whose influence on behavior is 
determined by those rules (i.e., the “gathering of data”); competition and interference 
between mental representations and action plans; the relation between working memory and 
conscious awareness; and the question of whether holding information in working memory 
entails putting it into a “special state” or a “special place.” Indeed, elaboration on two of 
these points will allow us to highlight two themes that will be relevant for each of the topics 
that will be addressed in this chapter. 

First, “Plans” versus “the gathering of data.” This highlights the fact that the control 
of behavior is often guided by hierarchically organized rules, and that the rules governing 
behavior in a particular situation may be processed differently than is the information (the 
“data”) being held in working memory. When driving a car on an unfamiliar road, for 
example, the information conveyed by the just-passed road sign -- that the second exit off the 
roundabout leads to your destination -- will typically guide your immediate behavior. If your 
car is also low on petrol, however, and you see that there is a petrol station at the third exit off 
this roundabout, the information in working memory will influence your behavior differently: 
you will use this information to prompt yourself to make note of the distinctive landmarks at 
the second exit as you drive past it on your way to the petrol station. To translate this 
distinction to the laboratory, in tests of digit span, for example, it is useful to distinguish 
between the content of working memory on any given trial, which is the series of digits 
spoken by the experimenter, and the rule governing behavior, which would be whether the 
subject is to recall the digits in the order in which they were presented (“forward digit span”) 
or in the reverse order (“backward digit span”).  The analogous distinction can also be made 
for laboratory tests of nonhuman animals, where the content of a trial may be the location 
briefly cued on a screen, and the rule whether the subsequent delayed saccade is to be made 
to the cued location (a pro-saccade) or to a location 180° opposite of the cue (an anti-
saccade); or where the content may be the sample object presented at the beginning of the 
trial, and the rule whether the subject is to select that sample when it is re-presented in a test 
array of two objects (“delayed match-to-sample”), or to select the novel object (“delayed non-
match-to-sample”). Working memory for rules versus for content can be dissociated neurally, 
and the two may differ, in some circumstances, in terms of their access to conscious 
awareness. Furthermore, as we shall see, these and other considerations have led to the 
proposal of a fundamental distinction between a procedural working memory versus a 
declarative working memory. 

The ‘state or place’ question also merits additional consideration in this introductory 
section, because it gets to a fundamental question of how to best situate working memory 
within the broader context of cognition, as well as within the neural systems that underlie 
cognition. On one hand, if one assumes that information being held in working memory has 
been “put into some special place,” one is assuming that there is a dedicated mechanism, with 
one or more identifiable sub-system(s) of the mind/brain, that serves this function. Many 
contemporary models take such a memory-systems perspective, as exemplified by models 
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positing working memory buffers responsible for the domain-specific storage of the contents 
of working memory, and by the localization of this buffering function to sustained, elevated 
activity in the prefrontal cortex (PFC). Alternatively, we could assume that holding 
information in working memory can be accomplished by it having been “put into some 
special state”. This special state can be understood as a property of the system that is 
specialized for representing the information in question, such as the systems that support 
sensory perception, skeleto- or oculomotor control, language, or semantic memory. From this 
state-dependent perspective, one would expect the content of working memory to be retained 
via a transient state change (perhaps sustained activation, perhaps modified synaptic 
weighting) of the same representational systems that process this information in contexts that 
do not make overt demands on working memory, such as perceiving, carrying out an action, 
or thinking about facts about the world. Whether we need to assume any mechanisms specific 
to working memory, or whether working memory can be fully explained as emerging from 
the operation of systems of the mind/brain that evolved for other functions, is a topic of 
ongoing debate to which we will return periodically in this chapter. For now, we define 
working memory by its function, leaving open whether this function is fulfilled by a 
dedicated system or by the cooperation of other cognitive/neural systems. 

This chapter begins with an overview of the functional requirements for working 
memory, and some of its cardinal properties. Next we will briefly summarize a few 
theoretical models that exemplify current conceptualizations from memory-systems and state-
dependent perspectives. Section 4 will dig deeper into three questions of considerable interest 
in contemporary working memory research, and the final section will provide an overview of 
the neural bases of working memory functions. 

2. Functional Requirements for Working Memory 
As sketched out in the Introduction, we define working memory by its function, which is to 
guide our current thoughts and actions with temporarily selected representations -- in the 
terminology of Miller, Galanter, and Pribram (1960)17, to carry out “Plans” by processing the 
recently gathered “data”. To fulfill this function efficiently, working memory should have the 
following characteristics19: (1) There should be a medium for rapidly building and 
maintaining temporary bindings between representations, so that the existing representational 
units (chunks) in LTM can be combined into new structures. For example, when one needs to 
briefly remember a novel telephone number, or an array of colored squares, the tokens 
themselves (i.e., the digits or the colors) are already familiar and represented in LTM – what 
determines success or failure in these situations is remembering the order of these digits that 
corresponds to the phone number, or the location of each color that is specific to this array. 
We will refer to these new structures that control our cognitive activity as the representations 
"in working memory" without implying that they are maintained in a dedicated buffer. (2) 
There should be mechanisms for manipulating these structural representations. These include 
(a) an attentional mechanism for selective access to those contents of working memory that 
need to be manipulated next, and (b) a mechanism for maintaining procedural representations 
(i.e., plans, goals, rules) in working memory that control how the declarative contents of 
working memory are to be manipulated.   (3) Working memory needs to hold the information 
most relevant for the cognitive system's current goals at any point in time. This entails two 
conflicting demands: On the one hand, relevant information must be protected against 
interference from other, irrelevant information. This can be accomplished by shielding 
working memory against input from perception and from LTM. On the other hand, working 
memory contents need to be rapidly updated: New relevant contents need to be encoded 
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quickly, and old, no longer relevant contents removed quickly from working memory. 
Together, these requirements pose a stability-flexibility dilemma: Contents need to be stably 
maintained and shielded from interference as long as they are relevant, but rapidly removed 
and replaced when they become irrelevant, or when other information takes higher priority. 
To meet both demands, working memory needs to shift flexibly between a maintenance mode 
and an updating mode20,21. We next discuss these three requirements in turn and review 
evidence speaking to them.  
2.1 Temporary Bindings 

Language processing, planning, reasoning, and problem solving all involve the 
construction of new representations by combining known elements in novel ways. Sentences 
are formed by combining words in a novel order; an action plan assembles familiar steps into 
a sequence; reasoning about a mechanical device involves construction of a mental model 
from known mechanical elements and forces. Assembling new structural representations 
from known elements requires a mechanism for the rapid formation of temporary bindings. 
Theories of reasoning and language processing have long acknowledged the key role of 
bindings between content elements and their places or roles in a structure22,23. Representing 
the meaning of a sentence involves binding the concepts referred to by the content words to 
their roles in a proposition. For instance, understanding "The dog chases the cat" involves 
binding the concept DOG to the agent role, the concept CAT to the object role, and CHASE 
to the action role in a proposition. Constructing an action plan involves binding each action to 
its ordinal position in the planned sequence of steps. The elements of a mental model of a 
mechanical device are bound to their spatial locations and to their roles in the causal chain or 
network governing the device.   

Experimental studies of working memory usually ask participants to briefly hold in 
mind comparatively simple structural representations, such as the serial order of words in a 
list, or the spatial arrangement of colors in an array. Representing these memory sets in 
working memory involves binding each element to its location in a mental space (i.e., to their 
position in a list, or their spatial location in an array). Many computational models of 
working memory make this binding mechanism explicit (see section 3.3). For instance, the 
most successful models of serial recall of lists share the assumption that list items are bound 
to their positions on a dimension of psychological time24-26 or to their ordinal positions in the 
event sequence27,28. Recent models of visual working memory also incorporate bindings 
between visual objects and their spatial locations 29,30.  

Experiments have shown that failures of bindings are responsible for a large 
proportion of errors in working memory tasks. For instance, when people try to recall a list in 
order, they often report the list elements in the wrong order. These order errors are most often 
confusions between elements in positions close to each other, a tendency referred to as 
locality constraint31. Binding failures also account for a substantial proportion of errors in 
tests of visual working memory32,33. Similar to the locality constraint in time for lists, a 
locality constraint in space has been observed for confusions between stimuli in visual arrays: 
Elements are most likely to be confused with close neighbors34,35. The locality constraint 
shows that binding failures arise in part because the representations of each element's position 
in time or space is imprecise.  
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2.2. The "Working" of Working Memory: Mental Manipulation 
Mental operations such as language processing, planning, reasoning, and problem 

solving involve not only constructing structural representations in working memory but also 
working with them. We next discuss two mechanisms that enable mental work: Selective 
access to subsets of the contents of working memory, and representations of task goals and 
rules in procedural working memory that control the mental operations on the declarative 
contents of working memory.  

2.2.1. Selective Attention to Elements in Working Memory 
Working with the contents of working memory typically means to operate on 

individual elements, or subsets of elements, of the structure currently held in working 
memory. For instance, after planning a short sentence to be spoken, the person will want to 
say each word in order. To do this, they need to select one word at a time from the ordered set 
of words in working memory. Selective access to elements in a memory set is a form of 
attention directed to working memory representations. Several lines of research have 
confirmed that people can direct attention to elements within a memory set, thereby 
temporarily prioritizing it without forgetting the other elements in the set. For instance, after 
encoding a list of items, the last-encoded item remains in a state of particularly fast 
accessibility for a few seconds36-38. This advantage for the last-encoded item can also be 
shown at each step during encoding of a memory list when memory is probed in between 
presentation of one item and the next39.  More generally, the last-retrieved or last-updated 
element in a memory set remains in a state of fast accessibility40,41. These findings can be 
explained by the assumption that the last-encoded or last-used item remains for a while in a 
focus of attention within working memory, understood as a qualitatively special state of being 
selected for processing. However, these findings can also be interpreted as reflecting a steep 
recency gradient of memory strength42.  

Evidence for an attentional selection mechanism in working memory also comes from 
the retrodictive cuing (retro-cue) effect43,44. Retro-cues have mostly been studied in the 
context of visual-working memory tests. After encoding an array of visual objects, a cue 
directs attention to the one item that will most likely be tested. If the cue validly identifies the 
item that is tested, responses become faster and more accurate; in case of an invalid cue, 
performance is impaired relative to a no-cue baseline condition. These retro-cue effects are 
observed when the cue is presented one second or more after offset of the memory display, 
ruling out the possibility that the cue taps into sensory memory. The available evidence 
(reviewed in45) suggests that several mechanisms are jointly responsible for the retro-cue 
effects: Attending to an element in working memory strengthens the binding of that element 
to its location in the array; protects that element against interference from further visual input; 
and sometimes triggers removal of the other, not-cued elements from working memory.   

It is tempting to think that the two sets of findings – facilitated access to the last-used 
item, and the retro-cue effect – point to the same attentional mechanism in working memory. 
This is doubtful, however, in light of experiments showing that the two effects combine 
additively: A retro-cue to the last-presented item of a list boosts access to that item as much 
as a retro-cue to earlier-presented list items46. If a retro-cue brings the cued item into the 
focus of attention, and the last-presented item is already in the focus of attention, then a retro-
cue to the last-presented item could not add anything to its privileged status. Therefore, it 
appears more likely that the heightened accessibility of the last-used item reflects a recency 
gradient of memory strength, and the retro-cue effect arises from attentional selection of the 
cued item.   
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2.2.2: Procedural Working Memory 
As foreshadowed by Miller, Galanter, and Pribram (1960)17, working memory needs 

to hold two kinds of representations: The contents to be manipulated (the "data"); and 
representations that control how these contents are manipulated (the "Plans" according to 
Miller et al. (1960), or "task sets" in more recent terminology). Borrowing from theories of 
long-term knowledge, we refer to the former as "declarative" and the latter as "procedural" 
representations in working memory47.  

Procedural representations in working memory can be described as "if-then" rules, 
which link a condition to an action (in this regard they are like productions in production-
system models of the mind, e.g., 48). When the condition is met by the current declarative 
content of working memory (in particular, the content selected into the focus of attention) 
then the action – which could be a mental manipulation of the declarative working memory 
contents, or a physical action guided by these contents – is carried out. There are many such 
rules in a person's knowledge repertoire, and often these rules can be in conflict with each 
other. For instance, a person commuting between the UK and continental Europe has learned 
the rule "if you drive, stay on the right side of the street" as well as the rule "if you drive, stay 
on the left side of the street". Which rule applies depends on the context (in this example, on 
the country the driver is in). People can rapidly switch between alternative (potentially 
conflicting) rules to be applied to the same situation, a feat that has been extensively studied 
in the literature on task switching49-51. To do this, the mind needs to select at any point in time 
one rule or task set that is to govern mental and physical action, at the exclusion of other 
potentially competing task sets that could be applied to the same situation.  The task set 
selected for this purpose is the procedural representation in working memory.  

A task set can be established in working memory by retrieving it from LTM52. It can 
also be created in working memory to implement a new instruction, such as "if you see a 
picture of a four-legged animal, press the left button, and if you see a two-legged animal, 
press the right button". Humans can implement arbitrary instructions like these as procedural 
representations in working memory without practice. This is shown by the fact that when 
people receive a new instruction mapping stimulus categories to responses, the instructed 
rules interfere with an ongoing task even before they have ever been carried out53. This 
observation can be explained by the assumption that instructed rules are established as 
procedural representations in working memory, which operate as a "prepared reflex": 
Whenever their condition is met by a stimulus that a person attends to (or another declarative 
representation in working memory), the action bound to it is carried out automatically.  

2.3. Meeting the Stability-Flexibility Dilemma: Gated Encoding and Updating 
To control our cognitive processes such that they serve our current goals, working 

memory needs to hold available the information most relevant for these goals at a given time. 
This sometimes means to maintain information for a while even in the absence of supporting 
input from perception or LTM, for instance when we plan to come back to a topic while the 
conversation drifts to another topic. On other occasions it means to rapidly discard 
information that is no longer needed, such as a phone number you no longer need to dial 
because someone else in the room got to their phone first. Hence, working memory needs to 
meet opposing demands: To maintain relevant information it is best to close the gate to any 
further input so that the current content is shielded from interference. To seamlessly update 
working memory it is necessary to open the gate to new input, and to rapidly remove the 
current information. Sometimes both demands arise at the same time because part of the 
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current contents of working memory need to be updated while others need to be retained. For 
instance, imagine your colleague just told you her new phone number: 326 74 24, but then 
corrects herself: "actually, no, the last two digits are 59". You need to first build a seven-digit 
list in working memory, and then selectively replace the last two digits while keeping the first 
part of the list. To meet these demands, working memory needs mechanisms for gating its 
input from both perception and LTM, and mechanisms for efficiently removing no-longer-
relevant information. We next review evidence for both mechanisms in turn. 

2.3.1. Gated Encoding 
Young adults are very good – though not perfect – at limiting encoding into working 

memory to those aspects of the perceived environment that they deem relevant for the current 
task. In the cognitive control literature, this is sometimes referred to as “input gating”. For 
instance, when presented with a list of words, and instructed to remember every second word, 
they can repeat the relevant words nearly as well as if only the relevant words had been 
presented54. Keeping irrelevant verbal information out of working memory is harder when it 
is spoken: Working memory maintenance of verbal lists is substantially impaired by 
concurrent irrelevant speech, and also non-speech sound streams with high variability55,56. 
However, this impairment does not appear to arise from the irrelevant sound interfering with 
working memory contents because the effect is independent of the similarity between to-be-
remembered and to-be-ignored stimuli57. One explanation for the irrelevant-sound effect is 
that the irrelevant stream, by being a sequence of events itself, interferes with the mechanism 
of maintaining the serial order of the memory items58,59. An alternative account is that the 
irrelevant sound captures attention, thereby disrupting attention-dependent processes of 
encoding and maintenance of the relevant material60,61. 

When presented with an array of oriented bars or triangles – some red, some blue – 
and instructed to remember only the red ones, their performance is only slightly impaired by 
the presence of blue stimuli compared to arrays containing only red stimuli62. That said, an 
EEG-based indicator of working memory load, the contralateral delay activity (CDA, see 
section 5.3.1), shows that irrelevant stimuli are encoded into working memory to some 
extent, and more so in people with smaller estimates of visual working memory capacity63.  

Keeping information out of working memory is harder when it is relevant at least 
temporarily: When during maintenance of a memory set some distractor stimuli need to be 
processed (e.g., reading words aloud or making a judgment on them) but not remembered, 
these distractors nevertheless are encoded into working memory28. Their strength of 
encoding, however, can be reduced to about half of that of the memory items64.  

Retrieval cues can bring information in LTM to mind automatically. Thus, the 
contents of working memory also need to be shielded against irrelevant, potentially 
interfering information from LTM. At the same time, however, working memory should be 
open to relevant or potentially helpful information from LTM. Ideally, a flexible gate should 
admit information from LTM into working memory to the extent that this information is 
helpful rather than interfering. In fact, there is a wealth of evidence for facilitating influences 
of knowledge in LTM on maintenance in working memory. Memory sets matching known 
units in semantic LTM (such as the letter sequence “PDF”) are remembered better than 
memory sets not matching any knowledge (e.g., the sequence “FPD”)65; lists of words are 
remembered better than lists of pseudowords66, and memory lists repeated several times 
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across an experiment are recalled better from trial to trial67. In contrast, there is little, if any, 
evidence for LTM contents interfering with maintenance of information in working memory 
(for a review see 68). In experiments directly comparing facilitating and interfering effects of 
LTM knowledge on maintenance in working memory, there is evidence for facilitation, but 
against interference, as predicted from the assumption of a flexible mechanism that uses LTM 
information only in situations when it is helpful rather than harmful68. 

2.3.2 Updating of Working Memory 
Because the contents of working memory are the contents of our current thoughts, 

working memory needs to be updated at the speed at which our thoughts progress – that is, 
several times per second. Replacing the entire working memory content by a new memory set 
is a fast process; partial updating of some elements while maintaining others is considerably 
slower69, reflecting the challenge of balancing stability and flexibility at the same time.  

A detailed analysis of response-times across several conditions revealed how this 
challenge is met70,71: When participants hold a list of letters in working memory, and are 
asked to replace a subset of them by new letters presented on the screen, they scan the letters 
in the habitual reading direction associated with the material – left-to-right for Latin letters, 
right-to-left for Hebrew letters.  At each step a decision is made whether the currently 
focused element is to be maintained or to be removed. A large part of the time demand of 
selective updating is due to the time cost of switching between maintenance and substitution. 
Subsequent experiments using another working memory-updating paradigm confirmed that 
switching between a maintenance mode and an updating mode of working memory incurs a 
substantial switch cost72.  

2.4. Summary 
We have argued that the function of working memory is not primarily to remember 

information but to hold it available to control information processing, as a "Plan" in the sense 
of Miller, Galanter, and Pribram (1960)17. This function entails several requirements: 
Working memory needs a mechanism for forming, maintaining, and flexibly updating 
bindings; it needs a mechanism for selectively accessing subsets of its contents; it must be 
able to hold procedural as well as declarative representations, and its contents need to be 
shielded to some extent against influences from perception and long-term memory while 
being open to relevant input from both channels. Theories and computational models of 
working memory – reviewed next – reflect some of these requirements, although we are still 
far from understanding the mechanisms working together to meet them.  

3. Theories of working memory 
A thorough review of theories and models of working memory is outside the scope of 

this chaptera. Here we will introduce just a small number of theoretical frameworks that will 
be useful for contextualizing the current state of the literature, followed by a brief survey of 
computational models of working memory. In particular, we summarize key tenets of 

                                                             
a One collection that assembles influential models from the turn of the century is 73. Miyake A, Shah P, eds. 
Models of Working Memory. Cambridge, U.K.: Cambridge University Press; 1999., and an authoritative update 
is expected to be published at around the same time as will be this volume 74.  Logie R, Camos V, Cowan N, 
eds. Working Memory: State of the Science. Oxford University Press; in preparation. 
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currently influential theories that exemplify memory-systems and state-dependent 
perspectives. 

3.1 Memory-systems models 
Far-and-away the most influential memory-systems model, and arguably the single 

most influential model in the modern study of working memory, is the multiple-component 
model first proposed by Baddeley and Hitch75 and subsequently updated on several occasions 
by Baddeley and collaborators ( e.g., 8,76-79). This model posits several domain-specific 
memory buffers – a phonological loop for verbalizable information, a visuospatial sketchpad 
for visuospatial information, and an episodic buffer for information retrieved from LTM – 
and a Central Executive responsible for the coordination of the operations of these buffers 
and for the manipulation of their contents.  

At a finer grain of detail, the phonological loop is comprised of a phonological store 
that provides the storage function, and an articulatory loop responsible for rehearsal. 
Verbalizable information that is presented acoustically has obligatory access to the 
phonological store, as does visually presented information (e.g., written words, letters, or 
digits) after it is automatically recoded into a phonological code. Retention in the 
phonological store is subject to a decay factor, degrading information to an irrecoverable state 
within 2 sec8. The effects of decay can be counteracted by the periodic refreshing effects of 
rehearsal in the articulatory loop, the rate of which corresponds to the rate of overt 
articulation. Thus, the capacity of verbal working memory (classically understood to be 7 +/- 
2 items for material processed in English65) is explained by this model as the number of items 
that can be rehearsed within a 2-sec span. A concrete demonstration of this is the fact that the 
same (bilingual) individual will have a larger digit span when remembering digits in English 
than when remembering them in Welsh, because overt articulation in the latter language is 
slower, a factor assumed to also influence covert rehearsal80. The operation of the articulatory 
loop can be blocked by concurrent overt articulation, an intervention that dramatically 
decreases verbal working memory span (e.g.81), and that also blocks access of visually 
presented verbalizable information to the phonological store8.  

The architecture of the visuospatial sketchpad has been influenced by research on 
visual processing. The functional distinction between “what” an object is and “where” it is 
located82 is mirrored in the fractionation of the visuospatial sketchpad into a visual cache (for 
representing object features) and an inner scribe (for representing spatiotemporal 
information83,84). 

The episodic buffer was added to the multiple component model to provide a 
substrate for the linking of information across modalities into novel coherent representations 
(as, e.g., for a narrative sequence of events), and for buffering information retrieved from 
episodic and semantic LTM76. The work of binding items in the episodic buffer to generate 
novel structural representations is assumed to require the Central Executive. 

 3.2 State-dependent models and frameworks 
An early and influential articulation of a state-dependent model of working memory is 

Cowan’s85-87 embedded-processes model, which explains working memory as arising from 
the temporary activation of preexisting knowledge structures within the cognitive system. 
Key to this model is the distinction between representations that are merely activated – 
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referred to as "activated LTM" (aLTM) – and representations in the Focus of Attention 
(FoA), a capacity-limited privileged state in which information must be held for its 
manipulation, and for access to awareness. The FoA is assumed to differ from aLTM in 
several regards: First, it has a discrete capacity limit of 3-4 chunks (see section 4.1). Second, 
whereas information in aLTM is subject to forgetting through decay and interference, the 
contents of the FoA are protected from these corrosive influences. Third, whereas aLTM only 
consists of already existing knowledge that is merely activated, individual chunks in the FoA 
can be bound together, thereby enabling the construction of new structural representations.  

Another theoretical framework describing a state-dependent working memory has 
been proposed by Oberauer88-90. This framework distinguishes three states of information in 
working memory: activated LTM (similar to the corresponding concept in Cowan's model), 
the region of direct access, and the focus of attention. The region of direct access is a 
mechanism for creating and maintaining ad-hoc bindings, thereby forming new structural 
representations. Its capacity is limited by interference between bindings. The focus of 
attention is a selection mechanism that enables access to individual elements within the 
representational structure currently held in the region of direct access.  

3.3 Computational models of working memory 
On a more detailed level than the theoretical frameworks reviewed above, theoretical 

ideas about working memory have been expressed as computational models that describe the 
hypothetical mechanisms and processes underlying working memory as mathematical 
functions. Computational models have been proposed on several levels of granularity, 
ranging from abstract mathematical formulations91,92 to detailed simulations of neural 
networks93-95. There are two broad classes of working-memory models: Activation-based 
models and connection-based models.  

Activation-based models of working memory95,96 build on the long-standing 
assumption in cognitive neuroscience that maintenance in of information in working memory 
relies on persistent firing of neural assemblies representing that information throughout the 
retention interval. The elementary computational units of these models are model neurons 
that sustain their activation through recurrent connections by which they re-activate 
themselves (directly or indirectly via other neurons), often accompanied by inhibitory 
connections between units enrolled in other representations. Information about an item in 
working memory (e.g., a word or a color) can be represented by a single unit or an assembly 
of units that re-activate each other through their connections. An influential model of this 
kind is the "bump attractor" model by Wei, Wang, and Wang96. This model was built to 
explain the maintenance of simple visual features varying along a continuous dimension, 
such as colors and orientations, in working memory. The model architecture consists of a 
bank of model neurons, each of which has a tuning curve that describes its response to a 
stimulus. The tuning curve peaks at the "preferred" stimulus of a unit and gradually declines 
as stimuli become more dissimilar from the preferred stimulus (see Figure 2A). For circular 
feature dimensions such as orientations in 2-dimensional space, the neurons are arranged in a 
ring, ordered by the similarity of their preferred orientations. Neighboring units in this 
circular line-up are connected by excitatory and more distant units by inhibitory synaptic 
links. In this way, each stimulus creates a "bump" of activation centered on the model neuron 
that maximally responds to that stimulus (Figure 2B). When several orientations are to be 
encoded into working memory, several bumps are created simultaneously. Because bumps at 
different locations in the ring of neurons inhibit each other, the number of bumps that can be 
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upheld after stimulus offset is limited, thereby explaining the limited capacity of working 
memory.  

One limitation of activation-based models is that they have no general mechanism for 
representing bindings (see section 2.1). Most working-memory tasks require maintaining 
information about arbitrary relations – for instance, when participants are asked to remember 
a random list of letters, they need to remember the relation of each letter to its ordinal 
position in the list. When they try to remember an array or colors, they need to represent the 
relation of each color to its location in the array. Activation-based models can only sustain 
activation of already existing representations but not represent new relations between them. 
Moreover, as reviewed in section 5.3.3, the assumption that maintenance in working memory 
relies on persistent neural activation has been questioned by recent developments in cognitive 
neuroscience. Rapid, temporary changes to the strength of synaptic connections between 
neurons have been discussed as an alternative97,98.  

Rapid changes of connection strengths form the backbone of a second class of 
computational models of working memory25,27,99. They are often implemented as neural 
networks with two layers of units: One for representing the contents to be remembered (e.g., 
letters, colors), and the other the context that serves as the retrieval cue to access them when 
needed. At encoding, content representations are bound to their contexts through rapid 
changes of the connection weights between the two layers of units (see Figure 2C, D). For 
instance, letters of a list to be recalled in forward order are bound to their serial positions in 
the list, so that at test, the positions, activated in forward order, serve as retrieval cues to 
reproduce the letters. Similarly, visual objects presented in different locations are bound to 
their spatial locations; at test, the color or shape of an object can be retrieved when its 
location is given as a cue (or vice versa). Models of this kind have been applied successfully 
to two major experimental paradigms for studying working memory, serial recall of lists (for 
a more detailed treatment see the chapter of Hurlstone in this volume) and recall of visual 
objects in arrays.29,99,100  

4. Important Questions in Contemporary Working Memory Research 
There are far too many topics of current research related to working memory for us to 

be able to cover in a single chapter. Here we limit ourselves to the three that we think of as 
the most important ones: (1) The nature of the capacity limitation of working memory; (2) the 
relation between working memory and LTM, and (3) the relation of working memory to 
attention and the control of thoughts and actions.  

4.1 Capacity limits and the units of representation 
The factors that account for the capacity limitations of working memory are the 

subject of intense study and debate.  This question is taken up in greater detail in the chapter 
from this volume by Foster, Awh, and Vogel101, but here we will summarize some of the 
important points that make contact with other sections of this chapter.  

Three classes of hypothesis have been proposed to explain why the capacity of 
working memory is limited 102. These hypotheses have different implications for the units of 
measurement of capacity.  
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4.1.1. Time-based decay 
The first hypothesis is that memory traces in working memory decay rapidly unless 

refreshed by some form of rehearsal, as assumed for the phonological loop component in the 
multiple-component model (see section 3.1). It follows from this hypothesis that capacity is 
best measured in units of time: The capacity of working memory is the duration for which 
information can be maintained in working memory without being rehearsed. If the speed of 
rehearsal for some class of materials is known, the capacity can be expressed as the amount 
of information that can be rehearsed within the time limit given by decay103. This same 
principle also applies to the phonological loop component of the multiple-component model.  

4.1.2. Limited resource hypotheses 
The second class of hypothesis holds that working-memory capacity is constrained by 

a limited resource that has to be divided among all representations that need to be maintained 
simultaneously; in some models the same resource also needs to be shared with concurrent 
cognitive processes. The resource hypothesis comes in two flavors: Discrete and continuous 
resources. 

4.1.2.1 Discrete resource 
 Discrete-resource models assume that the capacity of working memory is determined 

by a discrete number of place-holders (sometimes referred to as "slots"), each of which can 
hold one representational unit. This idea has been advocated by Cowan81, who reviewed a 
broad set of findings from various experimental paradigms challenging working memory and 
arrived at the conclusion that the capacity of working memory amounts to about 3-4 chunks 
on average in healthy young adults. Obviously, this notion implies that the unit of 
measurement for working-memory capacity is the number of chunks that can be maintained. 
This number can be estimated from performance in working-memory tasks through 
measurement models that incorporate assumptions about how people guess when tested for 
information that did not fit into a slot104,105. The bump-attractor model described in section 
3.3 has been proposed as one mechanism for creating a slot-like capacity limit.  

4.1.2.2 Continuous resource 
Continuous-resource models assume that the resource can be continuously divided 

into arbitrarily small shares, and therefore there is no limit to the number of representational 
units that can be maintained in working memory106. As the number of units increases, the 
share of resource that each of them receives decreases. The resource share assigned to a 
representation is monotonically related to the ability to retrieve it through a performance-
resource function107. In some models, the resource share determines the chance of retrieval108, 
whereas in others it determines the precision of the retrieved information32. In these models, 
the capacity of working memory is measured as the total resource quantity available; it can be 
estimated from performance through measurement models that incorporate assumptions 
about the performance-resource function109. One way in which a resource limit could arise in 
a neural network is by divisive normalization: The activation or firing rate of all neurons in a 
network is constrained so that their sum must not exceed a fixed maximum.94  

4.1.3 Interference 
The third hypothesis is that interference between representations in working memory 

causes the capacity limit. This hypothesis has been fleshed out in computational models – 
briefly described in section 3.3 – in which contents (such as words, digits, or visual objects) 



Postle & Oberauer (in press; Jan. 2020) 

are bound to contexts that serve as retrieval cues for accessing them (such as positions in a 
list or spatial locations) 29,110. Interference arises because the context representations of 
different items are similar to each other. For instance, the context for the first list item is 
similar to the context for the second item, so that when a person tries to retrieve the first item 
using the "position one" context as retrieval cue, the retrieved content is a blend of all list 
items, weighted by the similarity of their list position with the first position. The more the 
retrieved information is distorted in this way relative to the original information, the harder it 
is to recover the original from it. The interference hypothesis implies that the capacity of 
working memory depends on the confusability of the contents to be held and of the contexts 
to which they are bound, and on other variables determining the recoverability of distorted 
traces. Therefore, this hypothesis does not entail a natural unit of measurement for the 
capacity of working memory.   

Oberauer and colleagues102 reviewed the evidence speaking to these competing 
hypotheses. They concluded that decay does not contribute to the capacity limit of working 
memory, and that although neither a limited resource nor interference are fully satisfactory 
explanations of the capacity limit on their own, a combination of both hypotheses – though 
not yet fleshed out as a theory – appears promising.  

4.2. The relation of working memory and long-term memory 
Working memory and LTM are related in two ways. First, knowledge in LTM 

facilitates maintenance and processing of information that corresponds to that knowledge in 
working memory. Second, new information that is encoded into working memory is also 
encoded – though perhaps only weakly – into episodic LTM, and these new representations 
in LTM can in turn assist the current task. We will review both aspects in turn. 

4.2.1. Long-term knowledge assisting working memory 
In his famous article on the capacity limits of the mind, 65 pointed out that we can 

briefly remember a list of words (e.g., "bat, ring, fan") much better than an equally long list 
of arbitrary letter strings (e.g., "bir, fong, ras"). Miller argued that known words are 
represented as a single unit – a chunk – in LTM and working memory, whereas arbitrary 
letter strings are lists of several units (i.e., the individual letters). More generally, when 
knowledge enables us to package information into larger units, keeping that information in 
working memory is easier. For instance, with increasing chess expertise, chess players excel 
more in reproducing the positions of pieces on a chess board after a brief glance, but only if 
the pieces are arranged in a way that could emerge from a chess game, because these 
arrangements contain many typical sub-configurations that chess experts are highly familiar 
with, so that they probably represent them as chunks111,112. 

One mechanism through which knowledge helps working memory is 
redintegration113,114, the process by which the original stimulus is recovered from a distorted 
or corrupted memory trace. For instance, when the memory trace of "ring" is diminished to 
"r—g", the impoverished trace can be compared to all known words in the language, and 
"ring" is likely to be recovered as the best match. Obviously, this process works only if "ring" 
is known as a lexical unit. Immediate recall of word lists is influenced by a number of aspects 
of our lexical knowledge, including word frequency113, concreteness115, and the number of 
orthographic neighbors (i.e., words differing from the target word by only one letter)116. 
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These effects can be understood, at least partly, as reflecting the influence of knowledge on 
redintegration.  

The beneficial effect of chunking on working memory, however, goes beyond the 
facilitation of redintegration. When people are asked to remember lists of letters or words in 
which some but not all of the list items can be integrated into larger chunks (e.g., the list 
FBIDKA, in which the first 3 letters form a chunk but the last 3 don't), their recall 
performance exceeds that of an unchunked control condition not only for the chunked items 
but also for the unchunked items on the list117. Because an effect of knowledge on 
redintegration could only help recovering the chunked, not the unchunked part of the list, it 
appears to be the case that chunking of part of the information in working memory frees 
capacity for other information.  

4.2.2. Long-term memory used for short-term remembering 
Performance on working memory tasks can also be influenced by new knowledge 

acquired during a working-memory testing session. On tests of immediate serial recall of 
short lists of items, for example, when the same list is repeated every third trial, performance 
improves rapidly for reproduction of the repeated list. This is observed even though subjects 
are not told to remember the lists for longer than a single trial 67. This so-called Hebb effect 
demonstrates that LTM acquires some information on every trial of a task designed to 
measure working memory, and that the resultant accumulation of knowledge across trials 
contributes to performance.  

One inescapable implication of this finding is that at least some of the tasks 
commonly used for investigating working memory – and perhaps all these tasks – are not 
process pure: Performance on these tasks reflects a mixture of contributions from working 
memory and from rapidly acquired LTM. One strong interpretation that has been drawn from 
this is that the distinction between working memory and LTM is artificial, and that there may 
be only a single memory system responsible for maintaining information over any time scale 
between seconds and years118,119. On this unitary-memory view, working memory is best 
described as the recruitment of general memory mechanisms for maintaining efficient access 
to very recently used information.  

One strong argument for the unitary view is that it has been very difficult to 
demonstrate a convincing double dissociation between working memory and LTM. A 
classical neuropsychological dissociation relies on the observation that patients with damage 
to the hippocampus are severely impaired in acquiring new explicit LTM whereas their 
performance in tests of working memory is usually unimpaired (for a review see 120). There 
are, however, exceptions to this dissociation: Performance on some tasks presumed to test 
working memory has been found to be impaired in people with lesions to the hippocampus; 
this deficit appears to be specific to the ability to form and maintain bindings between objects 
and their spatial locations 121,122. Hence, one core function of working memory – maintenance 
of temporary bindings between contents and their contexts – appears to rely in part on the 
hippocampus, at least in some cases involving spatial context, rendering the 
neuropsychological dissociation between working memory and episodic LTM less clear-cut 
than would be desirable. A second limitation of the neuropsychological dissociation is that, 
whereas there are numerous reports of patients with selective deficits in tests of working 
memory for specific contents such as phonological information or spatial information (for a 
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brief review see 123), no cases have been reported with a selective deficit in general working 
memory but not LTM. As long as selective working-memory deficits are limited to specific 
content domains, it is likely that they reflect an impairment of representations in that domain 
(e.g., a corruption of phonological codes in the mental lexicon) rather than of the mechanisms 
for holding representations available for guiding cognitive processes.   

A second dissociation between episodic LTM and working memory that has been 
proposed is that episodic LTM is vulnerable to proactive interference whereas working 
memory is not 124,125. This general claim cannot be upheld in light of evidence showing 
proactive interference in immediate tests of memory using very small set sizes – conditions 
that undoubtedly maximize the involvement of working memory 126. A revised version of the 
original hypothesis, however, might still be viable: Whereas information in working memory 
is vulnerable to proactive interference from items that had themselves been held in working 
memory during previous trials from the same testing session, information in working memory 
may nonetheless be shielded against proactive interference from contents of LTM acquired 
prior to the testing session 68. This hypothesis is consistent with our functional analysis of the 
requirements of an efficient working memory (section 2.3), but it has not yet been thoroughly 
tested.  

4.2.3 Is working memory different from activated long-term memory? 
As summarized in section 3.2, the idea of working memory functions arising from an 

activated state of LTM representations is central to state-dependent models. At the theoretical 
level, this remains a hotly debated proposition79,127-129. There is also a considerable amount of 
research from cognitive neuroscience that is relevant to the relation of working memory to 
LTM, and this will be considered in section 5. Before leaving this topic, we’ll consider one 
promising way forward that is suggested by a computational model of episodic memory that 
incorporates aspects of both views.  

In Farrell's Temporal Clustering and Sequencing model130, the continuous stream of 
events that we experience is organized in memory into hierarchically embedded episodes. 
The model's architecture is as in Figure 2B, using a hierarchy of embedded event contexts. 
Events belonging together in an episode are tied together by being bound to a common 
context. For instance, in an experiment asking participants to remember lists of words for 
immediate recall, each trial would form one episode, so that all words in that trial's list are 
bound to the same list context. Within a list, subsets of 2-5 words are encoded as groups that 
form smaller episodes embedded in the list episode. Retrieval of an episode is usually a two-
step process: The first step is to access the context of the to-be-retrieved episode; the second 
step is to use this context as a retrieval cue to the events bound to it. The last-encoded episode 
(for instance, the last group of a list of words) is assumed to have a special status in memory 
because its context is still active, so it does not have to be retrieved. We could think of the 
most recently experienced set of events as the contents of working memory. They are 
particularly well accessible because access to them does not require an error-prone retrieval 
of the relevant context. Because proactive interference arises mainly at retrieval of the 
episodic context, access to the contents of working memory is largely shielded from proactive 
interference (but see section 5.4.2). By the assumption that hippocampal damage primarily 
impairs context retrieval, the model can also explain why damage to the hippocampus tends 
to spare memory for the events in the most recent episode.  
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4.3. The relation of working memory to attention and cognitive control  
Although most theorists assume that working memory is closely related to attention, 

this issue is complicated by the fact that many differ in how they conceptualize attention, and 
how they characterize its relation to working memory (for a review see 133). For instance, in 
the multi-component model (section 3.1), the Central Executive component is a mechanism 
for what is often called "executive attention", that is, people's ability to control their own 
thoughts and actions to keep them aligned with their current goals. In Cowan's 131 embedded-
process model (section 3.2), the focus of attention is characterized as a limited attentional 
resource that is needed for maintaining up to about four chunks in a highly accessible state. In 
neuroscience research, as we shall see in section 5, much of the emphasis is on the 
mechanisms, and effects, of sensory/perceptual attention. 

One way of conceptualizing the relation of working memory and attention is to 
assume that attention is a limited mental resource that is responsible for the capacity limit of 
working memory. An alternative conceptualization describes attention not as a resource but 
as a collection of mechanisms for selectively prioritizing some information for processing. 
We next review theoretical ideas and evidence pertaining to these two perspectives.132 

4.3.1. Attention as a resource 
The idea that a limited attentional resource is needed to maintain information in 

working memory has been fleshed out in three different ways: (1) A resource for short-term 
storage and processing, (2) a shared resource for perceptual attention and short-term 
maintenance, and (3) a resource for cognitive control.  

4.3.1.1. An attentional resource for storage and processing.  
The idea that short-term maintenance and processing of information must share a 

limited resource has a long history133,134. Its most recent installment is the time-based 
resource-sharing (TBRS) theory135. The TBRS theory starts from the assumption of a 
bottleneck for central cognitive processes, such as making a decision about how to respond to 
a stimulus, or retrieving information from LTM136. This bottleneck is assumed to be required 
for refreshing representations in working memory that would otherwise decay. When 
additional cognitive processes are required during the retention interval of a working-memory 
task, these processes compete with refreshing for the central bottleneck. The TBRS theory 
points to this competition to explain why memory performance declines monotonically as the 
temporal density of concurrent processing demands is increased.  

One problem for this theory, however, is that although it predicts competition between 
refreshing and a concurrent processing demand throughout the retention interval, this appears 
not to be the case: The effect of memory load on the speed of a concurrent processing task 
diminishes rapidly over the first 2-3 seconds of the retention interval137-139, and sometimes 
disappears completely after a few seconds140-142.   

4.3.1.2. Perceptual attention and working memory 
Research on working memory for visual and spatial information has revealed a high 

degree of overlap between attention to perceived visual stimuli and maintenance of no-longer 
visible stimuli in working memory (we review evidence from neuroscience concerning this 
relationship in section 5.2). If perceptual attention is conceptualized as a resource, this 
overlap suggests that the same resource is also demanded by working memory. Support for 
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this hypothesis comes from studies showing that people's ability to simultaneously attend to 
multiple visual objects is limited in a way very similar to their ability to maintain multiple 
visual objects in working memory143,144. A shared resource between perceptual attention and 
working memory would lead to substantial dual-task costs when a task demanding perceptual 
attention is inserted in the retention interval of a working-memory task. Evidence for this 
prediction is mixed: Some studies have found that a load on working memory impairs 
performance on a perceptual-attention task 145, whereas others have found little, if any dual-
task cost 146. Dual-task costs of combining memory loads with perceptual-attention demands 
appear to be larger when there is representational overlap between contents of working 
memory and the stimuli for the perceptual-attention task. For instance, working memory for 
visual objects is impaired more by a concurrent task involving attentional selection of objects 
whereas memory for spatial locations is impaired more by a concurrent visual-search task 
147,148. Similar patterns of dual-task interference in the absence of perceptual overlap have 
been interpreted as evidence for multiple encoding in working memory149. Passive viewing 
of150 or listening to151 nouns, and making syntactic judgments about written words152, all 
selectively disrupt delayed recognition of nonrepresentational shapes, suggesting that 
working memory for these visually presented stimuli engages linguistic and/or semantic 
codes, in addition to perceptual ones. Conversely, self-generated eye movements made in the 
dark, with no visible targets, selectively disrupts delayed recognition of locations150,151, 
suggesting that working memory for locations engages covert oculomotor codes, in addition 
to perceptual ones. What remains to be determined conclusively, however, is the extent to 
which these patterns of content-specific interference may reflect interference between 
memory representations and distracting stimuli/actions, versus competition for a shared 
attentional resource. 

4.3.1.3 Controlled attention and working memory 
Some researchers have argued that the capacity of working memory is closely related 

to people's ability to control their cognitive processes, keeping their attention focused on 
what is relevant for their current goal and avoiding distraction153,154. This idea is often 
expressed in terms of a shared resource for working memory maintenance and cognitive 
control155-157.  

Evidence speaking to this assumption comes from correlational studies: Many studies 
testing large samples of young adults have found that performance on working-memory tasks 
correlates with indicators of cognitive control, such as the size of the Stroop effect or the 
flanker effect, the efficiency of stopping an action in the stop-signal task, or the ability to 
move the eyes away from a flashing stimulus in the anti-saccade task (for reviews see 153,158). 
One problem with this line of research, however, is that multiple indicators of cognitive 
control often don't correlate well with each other, implying that they may measure task-
specific skills rather than a general ability to control one's thoughts and actions158,159. A 
second source of evidence speaking to the hypothesis of a shared resource for working 
memory and cognitive control is dual-task studies combining a working-memory 
maintenance task (e.g., remembering a list of digits) with a demand on cognitive control (a 
Stroop or flanker task). The assumption of a shared resource entails the prediction that a 
higher memory load leads to impaired cognitive control (e.g., larger Stroop or flanker effects, 
or increased susceptibility to irrelevant distractor stimuli). However, the evidence on this 
prediction is inconsistent: Some studies have found the predicted impairment in cognitive 
control160,161; others have found the opposite --less distraction under higher cognitive 
load162,163; and yet others have found that memory load can both increase and decrease 
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indicators of cognitive control, depending on which kind of stimuli are used in the two 
tasks164-167.    

4.3.2 Attention as a selection mechanism 
A second perspective on the relation between working memory and attention starts 

from the definition of attention as a set of mechanisms and processes by which the cognitive 
system prioritizes some of the information available from perception and memory for 
processing. From this point of view attention is not a limited resource – rather, the limit on 
what we can attend to at any time arises from the function of attention: Selective 
prioritization necessarily implies exclusion of most available information; attending to many 
objects or events at the same time undercuts the purpose of selective attention.  

Building on this definition of attention, we can characterize working memory as a 
form of attention: The contents of working memory are the representations that are currently 
most available for processing, and as such they are prioritized over all other representations. 
Perceptual attention plays a role in controlling which sensory information is gated into 
working memory. Analogously, we can think of retrieval of information from LTM into 
working memory as a form of selective attention to memory (see section 2.3.1).  

Attentional selection of memory representations appears to occur over several levels 
of increased selectivity, so that the contents of working memory can be described as 
embedded sets of representations, as envisioned in state-based theories of working memory: 
Within a large set of representations currently activated in LTM, a subset of about 2 to 6 
chunks is selected for being in a highly accessible state, referred to as the (broad) "focus of 
attention"131 or the "region of direct access"47. Within that set there might be a further level of 
selection when an even smaller subset – often a single chunk – is selected for processing by a 
(narrow) "focus of attention"168.  

Information from perception and memory is selected for a purpose: The contents of 
working memory are selected either as the objects of processing (e.g., holding in mind an 
intermediate product while performing mental arithmetic), or as the information needed for 
controlling cognitive processes. We have already discussed (in section 2.2.2) one way in 
which working-memory contents control cognition: Working memory holds procedural 
representations – the currently relevant "Plan" or task set – that controls how the declarative 
contents of working memory are processed. In addition, the declarative contents of working 
memory also serve a role in controlling cognition. This role can be illustrated by research on 
visual search: Searching for an object in a cluttered scene requires holding a template of the 
search target in working memory. Once the template representation is in working memory, it 
guides perceptual attention automatically to objects in the scene that match the template. This 
"attentional capture" effect has been demonstrated in numerous experiments in which 
participants are asked to hold a simple visual object (e.g., a red disk) in working memory for 
a subsequent memory test. During the retention interval an unrelated visual-search task is 
carried out in which, on some trials, one of the distractors matches the object in working 
memory. This leads to slowed search, and an increase of eye fixations on the matching 
distractor, indicating that the distractor matching the current content of working memory 
attracts attention even when this is detrimental to efficient visual search169,170.  
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5. Neural bases of working memory 
Working memory has been a focus of intensive research by neuroscientists for 

decades. Here we will review current thinking about how working memory is accomplished 
by the brain. The mapping between the cognitive and theoretical constructs that we have 
reviewed up to this point, and the neural data that will feature in this section, is rarely one-to-
one. Furthermore, because the neuroscientific study of working memory has largely been 
carried out in a distinct scientific framework, a conceptually coherent review of it cannot 
mirror the organization of the preceding sections. Therefore, to help relate the content from 
the preceding sections of this chapter with what’s to follow, sub-section headings for section 
5 will be annotated with terms pointing to the relevant concepts highlighted in the excerpt 
from Miller et al. (1960)17 that opened this chapter, and from section 2: Functional 
Requirements for Working Memory, as described in Table 1.  

Table 1. Annotation terms for concepts from Miller et al. (1960)17 and from Section 2 

annotation concept 
from Miller et al. (1960)17 

system/state whether working memory is better understood from a memory-
systems or a state-dependent perspective 

plans/data the distinction between the rules guiding behavior versus the 
storage of situation/trial-specific information, and interactivity 
between these two levels of representation (note that the plans 
vs. data distinction corresponds to the concept, from section 2, of 
procedural working memory vs. declarative working memory) 

LTM the role of LTM in working memory 
from Section 2 

binding The temporary binding between stimulus information and its 
context 

attention Selective attention to elements in working memory 
stability/flexibility The controlled encoding into working memory of only those 

elements in the perceived environment that are relevant for the 
current task, and updating via the selective removal of a subset 
of the contents of working memory, often entailing its 
replacement with new information 

 
5.1. 20th century study of the working-memory functions of the PFC [systems/state; 
plans/data; attention] 

Although neuroscientists have made remarkable progress in our understanding of the 
neural bases of working memory functions, there remains a noteworthy lack of consensus 
about some fundamental questions, such as the role of circuits in the PFC in the storage of 
information, and the importance of elevated, sustained neural activity for the storage of 
information. A brief historical review will be helpful for the interpretation of the current 
literature.  

5.1.1. Lesion studies 
It is surprisingly, and somewhat disconcertingly, common in the contemporary 

literature to find authors motivating or otherwise contextualizing current work by citing a 
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single seminal experiment from the 1930s – that of Jacobsen (1936)171 -- but then neglecting 
to reference any of the several ensuing studies that require a qualification, if not an outright 
revision, of Jacobsen’s original interpretation. For this reason, this subsection will go into a 
more granular level of detail than is characteristic of the rest of this chapter. 

For his influential study, Jacobsen171 trained two nonhuman primates (NHPs) to 
perform a delayed-response task in a variant of the Wisconsin General Testing Apparatus 
(WGTA). After watching while one of two covered food wells was baited, the animal was 
made to wait for several seconds during which a lowered screen blocked it from seeing or 
reaching the wells. When the screen was raised, the animal was given one reach with which 
to displace the cover and, on a correct response, retrieve the food. Pre-lesion, the animals 
learned to perform the task almost perfectly. After recovery from bilateral surgical removal of 
the prefrontal cortex (PFC) anterior to the arcuate sulcus, the animals’ performance never 
deviated from chance.  

Although Jacobsen171  concluded that the prefrontal cortex is responsible for 
“immediate memory,” the idea that the storage, per se, of to-be-remembered information had 
been disrupted by damage to the PFC was ruled out by a series of studies carried out over the 
next three decades. In one, Malmo (1942)172 replicated the basic procedure from Jacobsen’s 
experiment, but added the experimental factor of turning off the lights in the lab on one half 
of the trials. Remarkably, this simple manipulation had the effect of rescuing the performance 
of the PFC-lesioned NHPs, in that they performed correctly on roughly 85% of lights-off 
trials, despite still getting only 50% correct on lights-on trials. Malmo172 attributed his 
findings to an increased susceptibility to interference after bilateral PFC removal. Many 
studies that followed used tasks that demonstrated an important role for PFC in the control of 
behavior that is guided by the contents of working memory. A classic example is delayed 
alternation, a continuous task in which the animal is rewarded on each trial for selecting the 
one of two available stimuli (or locations, or actions) that it did not select on the previous 
trial. Although NHPs with PFC lesions are impaired on the standard version of the task -- 
when trials occur in an unbroken series with 5-sec intertrial intervals (ITI)173,174 -- it was later 
shown that this impairment was not due to an inability to remember information from the 
previous trial. To do this, Pribram and Tubbs (1967)175 first replicated the impairment of 
PFC-lesioned NHPs with trials requiring alternating reaches to the right and to the left that 
were separated by 5-sec ITIs. They were then able to rescue performance to the level of 
control animals by simply increasing the ITI between each left-reach trial and the ensuing 
right-reach trial to 15-sec. Note that although lengthening a delay period would be expected, 
a priori, to increase demands on memory storage, the authors suggested that it improved 
performance of the PFC-lesioned animals by making it easier to parse their behavior into 
discriminable chunks. 

In a different task, Pribram and colleagues (1964)176 presented NHPs with an array of 
“junk” objects, and required them to first discover, by trial-and-error selection, which one 
covered a reward (“exploration strategy”), then to continue selecting this rewarded object 
until a criterion level of five consecutive correct choices was achieved (“exploitation 
strategy”), after which the experimenter baited another object (out of view of the animal), 
effectively requiring a switch back to the exploration strategy. At the beginning of each 
testing session, PFC-lesioned animals made more errors before achieving criterion with the 
first baited item, a pattern that could have been due either to forgetting what choices they had 
recently made, or by an impairment in shifting between explore and exploit strategies. Once 



Postle & Oberauer (in press; Jan. 2020) 

they achieved criterion, however, this ambiguity was resolved, because the PFC-lesioned 
animals then also perseverated on the exploit strategy longer than did temporal lobe-lesioned 
and control animals. That is, the impairment didn’t result from impaired memory for choices, 
but, rather, from an impairment in using that information to successfully guide behavior. This 
pattern of impairment, qualitatively similar to that seen with delayed-alternation, would likely 
be interpreted in the current literature in terms of impaired processing of prediction errors 
(c.f., 177,178).  

Contemporaneous research being carried out in humans pointed to similar 
conclusions. Patients with PFC damage were reported to be unimpaired on forward digit 
span179 and on delayed recognition of nonsense shapes drawn from an open set (i.e, no 
stimulus repeated during the testing session, 180). The latter group of PFC patients was 
impaired on tests of delayed-response for other stimulus material (flicker frequency, color, 
tones, click frequency), but on each of these tests the stimuli were drawn from closed sets, 
meaning that stimuli repeated over the course of the testing session, thereby increasing the 
level of proactive interference relative to the test using an open set. On the Wisconsin Card 
Sorting Test, patients with lesions of the dorsolateral PFC were unimpaired relative to control 
subjects at learning the first sorting dimension –meaning that they could remember their 
previous incorrect choices and not repeat them -- but then made a disproportionate number of 
perseverative errors when the sorting dimension changed180.  

More recently, in a conceptual replication of Malmo (1942)172, humans with PFC-
lesions were shown to be disproportionately impaired when distracting tone pips were played 
during the delay period of trials of delayed recognition of environmental sounds181. 
Importantly, a follow-up study in which the EEG was recorded during performance of the 
same task gave some insight into the PFC-dependent mechanisms underlying this 
impairment: The N1 component of the ERP to the sample stimulus was suppressed in PFC-
lesioned patients; and middle-latency components of the auditory evoked potential (MAEP) 
to the distractors were larger for the PFC-lesioned patients182. The first result, mirroring what 
had previously been observed in a test of auditory selective attention in PFC-lesioned 
patients183, was interpreted as underlying an impairment in the ability “to focus attention on 
task-relevant stimuli”182 (p. 173). The second result, because the MAEP reflects the initial 
cortical processing of the auditory signal, demonstrated an impairment of filtering distracting 
sensory information. Thus, the work of Malmo (1942)172 and of Chao and Knight (1998)182 
suggest a role for the PFC in the function of input gating, as discussed in section 2.3.1. More 
recently, input gating has been modeled as a function supported by recurrent circuitry 
between PFC and the basal ganglia (e.g., 184,185). 

To summarize, the preponderance of lesions studies carried out in the 20th century has 
shown that the working memory functions of the PFC relate more closely to the control of 
working memory (in the case of input gating), and the control of behavior guided by the 
contents of working memory, than to memory storage per se. With regard to the organization 
of working memory, these studies suggest an anatomical distinction between the 
implementation of “Plans,” linked by this work to the PFC, versus the storage of trial-specific 
information. Although they do not speak directly to the question of whether working memory 
is better understood from a memory-systems or a state-dependent perspective, they do argue 
against models that posit a specialized role for the PFC in the storage of trial-specific 
information. This latter point is missed, of course, in reviews (e.g., 186,187,188) that cite 
Jacobsen171,189, but omit consideration of the work that followed.  
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5.1.2. Neurophysiology of memory-guided reaching 
By the late 1960s, refinements in the ability to record neuronal activity from the 

brains of awake, behaving animals allowed scientists to begin designing studies intended to 
identify neural correlates of working memory processes. The majority of these studies 
targeted the PFC, because the integrity of this region had previously been demonstrated to be 
important for performance on these tasks. During delayed-response performance, Fuster and 
Alexander190 found that many neurons in both PFC and the mediodorsal (MD) nucleus of the 
thalamus displayed elevated firing rates that spanned the duration of the delay period, which 
varied in length, unpredictably, within a range of 15 to 65 seconds. During delayed-
alternation performance, Kubota and Niki191 observed two classes of task-related activity: 
neurons with elevated activity during the delay; and neurons that became active just prior to, 
and during, the response period. It is noteworthy that, in their contemporaneous 
interpretations of these findings, neither group interpreted these patterns of PFC activity as 
relating to the storage, per se, of information (see Postle192 for a more detailed treatment of 
these studies).  

5.1.3. Neurophysiology of oculomotor delayed response 
A series of studies carried out by Patricia Goldman-Rakic, Shintaro Funahashi, and 

their colleagues at Yale University during the 1980s and 1990s has had a remarkably 
enduring influence on thinking about the working-memory functions of the PFC. Goldman-
Rakic worked within a memory-systems framework, assuming that circuits within the 
prefrontal cortex were crucial for the storage of information in working memory, as well as 
its manipulation193. The procedure for their studies was adapted from methods for studying 
the visual system: first identify the tuning properties of a neuron, then observe how its 
activity may vary as a function of the manipulation of an experimental variable (in this case, 
impose a delay between sample and test). Results of these studies provided evidence for 
sustained delay-period activity in PFC neurons tuned for sample location194-197 or for sample 
identity197, and were interpreted as evidence for a memory-storage function for the PFC. 
Evidence for a critical memory storage function was also seen in the fact that small, unilateral 
lesions of dorsolateral PFC produced impaired oculomotor delayed response -- but spared 
visually guided saccades -- to circumscribed locations in the contralateral visual field (an 
effect referred to as “mnemonic scotomas198). More specifically, Goldman-Rakic’s model 
posited a domain-specific organization of mnemonic function, with circuits in dorsolateral 
PFC responsible for the storage of location information, and ventrolateral PFC responsible 
for the storage of object information197,199,200.  

In the ensuing years, several studies have offered alternative interpretations to these 
findings, including: the seeming selectivity of PFC neurons may be a consequence of 
behavioral task and/or training201,202; tasks that unconfound the focus of attention from the 
contents of working memory show PFC neurons to be more strongly related to the former203; 
and the “scotomas” produced by small unilateral PFC lesions may reflect greater 
susceptibility to proactive interference or to behavioral perseveration, rather than exaggerated 
forgetting204. Subsequently, there have been arguments raised that challenge these alternative 
interpretations (e.g., 205,206). Nonetheless, it has been suggested that although Goldman-Rakic, 
Funahashi, and colleagues assumed that the sustained, stimulus-tuned activity they recorded 
from the PFC corresponded to the operation of the inner scribe and visual cache buffers from 
the multiple-component model of working memory, they may have, instead, been recording 
from neurons that contribute to the Central Executive192. 
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5.2. Circuit-level mechanisms of the control of visual working memory  [systems/state; 
plans/data; attention] 

Many neurally inspired state-dependent models assume that the retention of 
information in working memory relies on the mechanisms of selective perceptual attention 
(e.g., 207,208,209). Thus, an important question for these models is whether the source(s) of the 
top-down control of spatial attention and of object-based attention play a similar role in visual 
working memory. For memory-systems models, in contrast, it is important to find evidence 
for specialized properties of neurons in higher-level regions of cortex that enable them to 
maintain information over a delay, and for differential patterns of connectivity in the cells 
and circuits responsible for the storage of information in working memory. There currently 
exists evidence consistent with both of these perspectives. 

5.2.1. State-dependent models  
5.2.1.1 Spatial working memory 

Spatial selective attention is tightly linked to the circuitry that controls the direction of 
gaze. For example, after identifying the region of the visual field to which suprathreshold 
electrical microstimulation in the frontal eye field (FEF)210,211 or the superior colliculus212,213 
will drive the eyes (i.e., a neuron’s “motor field”), subthreshold microstimulation produces 
attention-like enhancement of detection of search targets at that location. Furthermore, this 
subthreshold microstimulation also produces attention-like  enhancement of the visually 
driven response of V4 neurons with receptive fields overlapping the stimulated FEF motor 
field, enhancements that are greater for stimuli for which the V4 neuron is optimally tuned, 
and when a distractor is present elsewhere in the visual field214.  

If spatial working memory is believed to depend on sustained attention allocated to 
the to-be-remembered location(s) in space, one would expect, based on the findings 
summarized above, that spatial working memory also engages the circuitry involved in 
oculomotor control. There is, indeed, considerable evidence to support this proposition. In 
NHPs performing a task that required memory for a cued location, followed by a lever-
release response (i.e., no eye movements throughout the trial), neurons with motor fields 
overlapping the cued location showed elevated activity throughout the delay period, and 
errors were associated with weakening of this activity. Furthermore, the remembered location 
could be decoded with remarkably high accuracy with multivariate pattern analysis (MVPA) 
of the full sample of recorded neurons215.  Even in the absence of an overt working memory 
task, during free viewing behavior, neurons in the FEF of NHPs encode information about 
recent saccade targets216. Finally, pharmacological inactivation of the FEF with muscimol, a 
GABAa agonist, devastates performance on a test of oculomotor delayed response, although 
it leaves object delayed match-to-sample performance relatively unaffected217.  

In humans, MVPA of fMRI activity from posterior superior frontal cortex (pSFC), a 
homologue of the NHP FEF, and from intraparietal sulcus (IPS, a region also implicated in 
spatial attention and oculomotor control) indicates that the neural encoding of an 
egocentrically defined location is highly similar whether subjects are engaged in planning a 
delayed saccade to a visible target at that location, covertly attending to this target in order to 
detect a change in its luminance, or preparing a delayed response to this location when it 
must be remembered across a delay. Specifically, a decoder trained to discriminate leftward 
vs. rightward oculomotor intention can decode the analogous information from the attention 
and retention tasks, and the same is true for the other two218. (More on MVPA in section 
5.3.1.) Furthermore this functionality is specific to pSFC, and specifically does not generalize 
to the more anterior regions of dorsolateral PFC emphasized in section 5.1, because damage 
to219 and repetitive transcranial magnetic stimulation (rTMS) of 220 dorsolateral PFC in 
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humans only disrupts spatial working memory performance when the pSFC is also affected 
by the intervention. 

5.2.1.2 Object working memory 
Although the neural bases of the source(s) of endogenous object- and feature-based 

attention aren’t as well understood as are those of spatial attention, a region that is 
anatomically proximal to frontal oculomotor control circuits has been implicated in the 
control of object-based attention, and so may also be important for object working memory.  
This region, in posterior ventrolateral PFC, is known as the inferior frontal junction (IFJ, at 
the intersection of the inferior frontal and precentral sulci) in the human, and the ventral 
prearcuate area (VPA) in the NHP. In humans, Baldauf and Desimone (2014)221 observed 
with magnetoencephalography (MEG) that alternating attention between superimposed 
streams of translucent images of faces and of houses produced the expected alternations of 
attention-related boosts of signal intensity in stimulus-related activity in posterior face- and 
house-sensitive regions, and these were tightly linked to alternations in the strength of 
coherence in the upper gamma band (roughly 60-100 Hz) between IFJ and these posterior 
regions. In the NHP, Bichot and colleagues (2015)222 have demonstrated that, in a visual 
search task, neurons in VPA showed selectivity for the search target and showed feature-
based attentional modulation earlier than did neurons in FEF. Furthermore, local inactivation 
of VPA neurons produced marked deficits in search performance, and abolished the feature-
based attention modulation of FEF that was observed prior to the inactivation222. Whether 
VPA might also play a role in object working memory is a question to which we will return.  

5.2.2 Memory-systems models of circuit-level mechanisms 
There is considerable evidence that the PFC does, indeed, have distinct properties that 

one would want in a specialized working-memory system. Circuits in the PFC have 
distinctive patterns of recurrent connectivity that support formation of dynamical attractors 
that can stably represent information across delay periods in the absence of sensory input 
(e.g., 223,224-226). Furthermore, pyramidal neurons in the PFC have distinct morphological and 
physiological properties relative to early sensory areas, and PFC has different proportions of 
interneurons, all of which may give the PFC a unique ability to support sustained delay-
period activity187.  

There have been several reports of stimulus-specific delay-period activity in PFC 
neurons that have been interpreted as evidence for a storage function, the majority, including 
those reviewed in section 5.1.3, have required a reach or an eye movement to a remembered 
location. One study that has reported evidence for stimulus-selective activity in PFC for a 
nonspatial visual features, the direction of global motion in a random-dot kinematogram 
(RDK; a.k.a. “dot motion”), has provided important data by recording simultaneously from 
three brain areas of the NHPs performing the task. In this experiment by Mendoza-Halliday, 
Torres, and Martinez-Trujillo227, an RDK was followed by the serial presentation of two 
probe stimuli, both presented at a different location on the screen, only one of which matched 
the sample. In visual area MT, which is specialized for the perceptual analysis of motion, 
robust sensory-related direction-selective activity dropped to baseline levels soon after 
sample offset. In two regions located downstream from MT – visual area MST and the PFC -- 
delay-period spiking patterns supported robust decoding of sample identity. To this, the 
authors applied a memory-systems interpretation, proposing “a functional boundary between 
early visual areas [including MT], which encode sensory inputs, and downstream association 
areas [including MST and PFC], which additionally encode mnemonic representations” (p. 
1255) 227. That is, the authors proposed that working memory representations are different 
from sensory representations. (Another important finding from this study, that we will revisit 
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further along in this chapter, is that although neurons in MT did not display elevated firing 
during the delay period, delay-period oscillations in the local-field potential (LFP) recorded 
from MT did carry information about the sample stimulus. Furthermore, a causal influence 
from PFC was seen in the form of elevated coherence between PFC spikes and the phase of 
the LFP in MT at lower frequencies, particularly in the beta band. The strength of PFC-MT 
spike-field coherence in the theta, alpha, and beta bands was markedly lower on error trials 
relative to correct trials.) 

This idea of a segregation of mnemonic from sensory functions was reinforced in a 
follow-up study from Mendoza-Halliday and Martinez-Trujillo (2017) that reported evidence 
suggesting at least partial segregation of PFC neurons that preferentially represent visual 
features of stimuli while they are being perceived versus while they are being remembered228. 
Such evidence is important for memory-systems accounts of working memory, because it 
provides “a substrate for discriminating between perceptual and mnemonic representations of 
visual features” (p. 1)228.  

5.3. The delay-period representation of information [systems/state; attention; LTM] 
The neuroscience of working memory has been strongly influenced by Hebb’s 

(1949)229 articulation of a dual-code theory for the retention of information in the nervous 
system: (1) an initial activity-based code holds a record of the to-be-remembered information 
until (2) synaptic reorganization establishes the weight-based code that is the basis for LTM. 
Building on this idea, a guiding assumption in working memory research has been that 
storage depends on sustained, elevated activity in the circuits representing the to-be-
remembered information. Research over the past decade has generated a large amount of data 
that has led to many refinements to, and in some cases reconsiderations of, this longstanding 
assumption.     

5.3.1. EEG and fMRI correlates of delay-period activity 
The decade of the 2000s witnessed two developments that have had profound 

influence on the cognitive neuroscience of working memory. Vogel and Machizawa (2004)230 
recorded the EEG while subjects performed a variant of the change-detection task used to 
estimate visual working memory capacity (see section 4.1.2.1), in which a precue indicated 
which of two sample arrays presented simultaneously, one in each visual field, was relevant 
for that trial. Their finding was that the “contralateral delay activity” (CDA), derived by 
subtracting ipsilateral from contralateral signals from electrodes over posterior parietal and 
occipital regions, scaled monotonically with set size within the range from 1 item up to the 
individual’s capacity, and then flattened off such that it never exceeded the amplitude 
corresponding to that individual’s capacity. Thus, the CDA indexed the number of items that 
a subject held in working memory, rather than the number of items presented in the sample 
array. The CDA is covered in detail in the chapter from Foster, Awh, and Vogel101 in this 
volume. Of further interest here will be how the CDA indexes interactions between working 
memory and LTM, as well as an analogue of the CDA has been observed in fMRI studies that 
have identified a region of the intraparietal sulcus (IPS) for which fMRI signal intensity also 
scales with estimates of working memory capacity231-233.  

A second important development was the realization that because even single-subject 
neuroimaging datasets were high dimensional, neuroimaging data were amenable to 
“information-based” multivariate analysis methods adapted from machine learning: 
multivatiate pattern analysis (MVPA; e.g. 234-236). The gist of MVPA is that, rather than 
aggregating across large numbers of voxels to extract a single value of the spatially averaged 
activity level in a region (as was done, for example, by 231,232,233), one can train classifiers to 
assess whether the pattern of activity across all the voxels in a region is systematically 
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different for different stimuli (e.g., for different directions of motion237). Importantly, 
successful decoding of the contents of working memory from patterns of activity during a 
delay period does not require that the aggregate level of activity is different from baseline. 

As we have already seen in the study of Mendoza-Halliday and colleagues227, 
successful decoding of delay-period activity provides evidence that signals from the area in 
question contain information about the stimulus being remembered. Early demonstrations of 
the insights to be gained from MVPA about working memory included a demonstration that 
delay-period signal during a working memory task (delayed paired-associate recognition) 
could be shown to reflect the temporary activation of information from episodic LTM238, and 
that early visual cortex, including V1, maintains active delay-period representations of 
sample information, despite the fact that aggregate levels of delay-period signal intensity may 
not differ from baseline239,240.  

5.3.2. Functional role(s) of delay-period stimulus representation in different brain areas. 
5.3.2.1. Sensorimotor recruitment 

Building on the  findings from Harrison and Tong239 and Serences and colleagues240, 
several studies have demonstrated that the decoding of stimulus information from delay-
period signals in early visual regions, including V1, is sensitive to manipulations of such 
factors as attention and load (e.g., 241,242,243), and in a manner that covaries with behavioral 
indices of the precision of remembered information243-245. These findings have been 
interpreted as evidence for a “sensorimotor recruitment” mechanism supporting visual 
working memory, whereby the same systems that are involved in the sensory perception of 
information, as well as for the execution of actions tied to this information (e.g., 218,246), 
contribute to the storage of this information247,248. By this account, it is sensory 
representations in early visual areas that are the targets of top-down modulation from the 
frontal systems described in section 5.2.1.  

Detailed consideration of the proposed mechanisms of sensorimotor recruitment 
indicates that, although the concept of “activated LTM” is contentious in the cognitive 
psychology literature (see section 4.2.3), it is accepted as a given in the neuroscience 
literature. This follows from the fact that visual object recognition and visual perception, 
more generally, depend on the interaction between the bottom-up processing of incoming 
sensory information and pre-existing representations of visual knowledge (i.e., LTM) – 
without this “activation of LTM” the perceiver would experience a visual agnosia. 
Importantly, there’s considerable evidence that real-time visual perception involves recurrent 
activity between multiple levels of visual processing (e.g., 249-252), and so sensorimotor 
recruitment can be understood as a prolongation of this interactive process. From this 
perspective, even patterns of sustained delay-period activity in early visual 
cortex227,237,243,244,253, including V1239,240,254,255, might be understood as a consequence (if not 
a demonstration) of activated LTM.   

5.3.2.2. Memory-systems accounts of the storage of visual features. 
Whereas the previous section emphasized early visual areas, many studies using 

multivariate analyses of fMRI data have also found evidence for the delay-period 
representation of low-level stimulus features (e.g., line or grating orientation, direction of 
motion, color) in parietal244,256-262 and frontal cortex257,260-262, and interpretations of these 
findings vary. Xu appeals to the capacity-related activity in IPS introduced in section 5.3.1, 
and further argues that because stimulus decoding in occipital cortex is abolished by the 
concurrent presentation of distractors259, “early visual areas are unlikely to … serve[…] as 
the primary storage site for [visual working memory storage] (p. 801)”263. Christophel and 
colleagues (2017)257 have proposed a “division of labor” (p. 494) whereby “sensory cortex 
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maintains a high-resolution representation of the currently attended memory item [i.e., the 
item immediately relevant for behavior], and parietal cortex has low-resolution 
representations of both attended and unattended items” (p. 496). (In particular, this parietal 
representation is proposed to reflect a “cortical specialization” (p. 494) for working memory 
storage that obviates the need to invoke the activity-silent mechanisms that will be considered 
in subsection 5.3.3.2.  Some of the debate between proponents of sensorimotor recruitment 
and cortical specialization models can be found here187,263-266.  

5.3.2.3. Evidence for working memory-LTM interactions in delay-period signals. 
As addressed in section 4.2.3, the question of whether the active maintenance of 

information in working memory involves more than the temporary activation of 
representations from LTM remains controversial. One study that addressed this question 
explicitly used the following reasoning: If holding information in working memory involves 
actively representing information in a buffer that is not engaged during retrieval-from-LTM 
tasks that don’t make explicit demands on working memory, an MVPA classifier trained to 
decode information from such a retrieval-from-LTM task should fail to decode this 
information during a working memory task. To test this hypothesis, Lewis-Peacock and 
Postle (2008)238 trained classifiers to discriminate the categories celebrities, famous locations, 
and common objects from fMRI data acquired during an initial scanning session, while 
subjects viewed individually presented images of exemplars from the three categories and 
made Likert-scale judgments about them: “How much do you like this person?; “How much 
would you like to visit this location?”; and  “How often to you encounter this object in your 
daily life?”. This task required retrieval of information from LTM, but made no overt 
demands on working memory. Next, outside the scanner, subjects learned to associate 
arbitrarily selected pairs of exemplar stimuli. Finally, during a second scanning session, 
subjects performed a delayed paired associate-recognition task in which one of the two items 
from each pair was presented as the sample stimulus, and the probe either was or was not the 
sample’s paired associate. Results indicated that the classifiers trained on data from the 
retrieval-from-LTM task were able to detect the active representation of the category of the 
item paired with the sample item throughout the delay period. This suggested that, upon 
seeing the sample stimulus, subjects prospectively activated a representation of the sample’s 
associate and held it in working memory in anticipation of comparing it with the probe. 
Additionally, successful classification of this activity meant that performing the delayed 
paired-associate-recognition task must have generated the same patterns of neural activity as 
had performing the retrieval-from-LTM task238. 

A second set of studies has made clever use of the CDA to generate neural evidence 
for an analogue of the Hebb effect (section 4.2.2) across repeated trials of a visual search 
task. The basic logic of these experiments was to present sets of one or two search targets in 
each visual field, the relevant item(s) indicated by color, and to separate the offset of the 
target(s) from the onset of the search array by a 900 msec delay period. This allowed for 
assessment of the delay-period retention of the lateralized target item(s), which served as one 
or two search templates. Analyses of an initial experiment that varied which visual field was 
cued and the number of search targets confirmed that this procedure produced a CDA during 
the delay period. In a second experiment the authors presented one search target in each 
visual field, and varied the number of consecutive trials on which the same stimulus was cued 
(3, 5, or 7 consecutive trials). The results indicated that the amplitude of the CDA declined 
across trials in a pattern that could be fit by a power-law function. The authors interpreted 
this result as evidence for a “handoff of the attentional template from visual working memory 
to long-term memory as subjects searched for the same target object across runs of trials” (p. 
9320)267. A follow-up study replicated the effect that consecutive-trial repetitions of the 
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search target were associated with a decline in the CDA, and also showed that a different 
ERP component, the P170, increased with each repetition268. Because the P170 indexes the 
accumulation of information that supports recognition from LTM, this provided further 
evidence for the engagement of working memory and LTM on the same task. 

An additional source of evidence for an influence of LTM on working memory has 
come from the application of ideas from dynamical systems theory. In tests of delayed recall 
of color from arrays of one versus three (for humans) or two (for NHPs) colored squares 
(modeled on the tasks discussed in section 4.1.2), recall responses have been observed to be 
markedly biased away from some colors and toward others. Attractor dynamics accounted for 
the frequency, bias, and precision of these responses, with the greater error on high-load trials 
shown to reflect both a drift of remembered stimulus representations toward stable attractor 
states and a greater influence of random diffusion (i.e., noise). The authors framed this as 
evidence for an error-correcting mechanism, whereby increased internal noise (manipulated 
here by varying load) is counteracted by drift toward stable long-term representations of color 
space269. (From a Bayesian perspective, one could construe this as drawing on prior 
knowledge to counteract uncertainty about the recently presented stimuli.) Applying this 
model to behavioral data acquired during an fMRI study of delayed recall of one versus three 
line orientations 270 has revealed that drift and diffusion parameters from the discrete attractor 
model relate closely to load-related changes in IPS271, thereby suggesting an alternative 
explanation for effects previously attributed to working memory storage231-233.  

5.3.3 Alternatives to sustained, elevated delay-period activity 
In recent years there has been growing interest in the possibility that mechanisms 

other than sustained, elevated activity may underlie the retention of information in working 
memory. 

5.3.3.1 Transient attractor states underlying “gamma bursts” 
Computational models from Lansner and colleagues use short-term Hebbian 

plasticity, driven by afferent signals encoding sample stimuli, to create transient networks of 
PFC pyramidal neurons that encode stimulus information. Interactions between recurrently 
connected pyramidal neurons and inhibitory basket cells produce a regime whereby an 
“activity silent” state is imposed by default network oscillations in the beta band (roughly 15-
35 Hz), with stochastically occurring (i.e., not periodic) brief narrow-band bouts of 
oscillation in the gamma band (roughly 40-100 Hz), prompting bursts of activity in these 
stimulus-encoding networks272-274. This framework was applied to a data set recorded from 
the PFC of two NHPs performing change detection for sequences of two or three colored 
squares. Whereas trial averaging of the LFP data yielded patterns of prominent, sustained 
power in the beta band that spanned the delay period, single-trial analyses yielded evidence 
consistent with the models from the Lansner group: stimulus-related spiking occurred only 
sporadically, and was tightly coupled with brief bursts of narrow-band oscillations in the 
gamma band275. The conclusion of the authors, that working memory is supported by discrete 
bouts of firing and that evidence for sustained delay-period activity may be an artifact of trial 
averaging, has prompted considerable interest and debate276-278. 

 

5.3.3.2 Neurally active and neurally silent representations in working memory 
Independent of the computational framework described in the previous subsection, the 

idea of short-term synaptic plasticity as a basis for the short-term retention of information has 
been proposed in several theoretical and computational contexts (e.g., 97,98,279), and as a 
possible explanation for patterns of activity observed in temporal cortex of NHPs performing 
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working memory tasks280,281. In human working memory, an “activity-silent” mechanism 
(e.g., 282,283,284) has been raised as a possible explanation for the fact that MVPA evidence for 
a stimulus in working memory drops to baseline when a retro-cue informs the subject that 
that stimulus will not be relevant for the impending memory test. Importantly, on trials when 
a second, subsequent retro-cue indicates that this stimulus is again relevant for behavior, 
MVPA evidence for it returns285-288. Furthermore, when a pulse of transcranial magnetic 
stimulation (TMS) is delivered to sensory or parietal cortex, it produces a transient 
reactivation of MVPA evidence for the “silent” item in the concurrently recorded EEG, 
suggesting that, despite the absence of an active trace, the representation of this stimulus 
remains in an accessible state287.  

In the wake of these retro-cuing studies, neural network models of several working 
memory tasks, including the retro-cuing task just described, have suggested that synaptic 
weight-based stimulus representation may be the default mechanism for delay-period 
stimulus representation, whereas its supplementation by activity-based stimulus 
representation is more context dependent289,290. In simulations of the retro-cuing task, active 
representation drops off in these models when an item is deprioritized, mirroring the effects 
from fMRI and EEG studies285-288. In one, the delivery of a nonspecific pulse of activation to 
the network, simulating the pulse of TMS from the TMS-EEG study287, produces a brief 
return of decodability of the uncued item290. Simulations with recurrent neural networks have 
also demonstrated that the level and complexity of delay-period activity depends on the 
requirements of the task, even across tasks that begin with the same to-be-remembered 
information. For example, Orhan  and Ma (2019)291 demonstrated that for tasks with fixed 
delay durations, with recognition probes (i.e., where the motor response can’t be known prior 
to the probe onset), and for which the network had prior training on other tasks, individual 
units exhibited only relatively brief bouts of elevated activity, whereas for recall tasks (i.e., 
where response is indicated by the sample) and tasks with variable delay durations, individual 
units exhibited more persistent activity. In the simulations of Masse and colleagues (2019)289, 
short-term synaptic plasticity was sufficient to support performance on tasks requiring 
recognition of the sample as it had been presented, but on tasks requiring transformation of 
this information, guidance of performance with a post-sample instruction cue, or 
discriminating distractor repetition from sample repetition, higher levels of persistent activity 
were observed in the network. These computational findings may help explain qualitatively 
similar observations from neurophysiological studies, which have documented that the 
stability of single unit activity varies with such factors as the predictability of the duration of 
the delay period, and the requirement to transform the sample to generate the appropriate 
response292. Masse and colleagues (2019)289 apply this reasoning as a possible explanation for 
why delayed recognition of a direction of motion involved elevated delay-period activity in 
MST in the experiment of Mendoza-Halliday et al. (2014)227, which presented the test stimuli 
in a location different from that of the sample, but not in the downstream lateral intraparietal 
area (LIP) in  studies using a similar task293,294, but in which the test stimulus appeared in the 
same location as had the sample. We note that the same reasoning might also explain the 
discrepancy between the finding of sustained elevated activity in PFC in the study of 
Mendoza-Halliday et al. (2014)227, but the failure to find such activity in another study of 
delayed recognition of the direction of motion295.  

5.4. Neural bases of the control of working memory [plans/data; binding; 
stability/flexibility] 

As highlighted in Section 5.1.1, the deficits in working memory performance that 
result from damage to the PFC are best understood as disruptions in the ability to control 
behavior with information held in working memory, rather than as disruptions of the ability 
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to store information in an accessible state for brief periods of time. Here, we will relate the 
functioning of frontal and parietal cortex to factors, emphasized in Section 2 and elsewhere, 
that are critical for successful performance on tests of working memory: the binding of 
content to context, and the ability to control interference.  

5.4.1. Context binding 
Recently, Gosseries, Yu, and colleagues (2018)244 explored the idea that the 

representations of the location of objects that are found in LIP and FEF of the NHP and in 
IPS and pSFC of the human296 might play an important role for binding the contents of visual 
working memory (i.e., visual objects) to contexts (i.e., their representation in a frontoparietal 
priority map). Furthermore, they reasoned that because delay-period stimulus representation 
is more prominently and reliably represented in occipitotemporal regions than in 
frontoparietal regions (e.g., 237,243), delay-period activity in the latter might reflect, at least in 
part, the maintenance of content-to-context bindings. To test these ideas, they scanned 
subjects performing delayed recall for one direction of motion (“1M”), three directions of 
motion (“3M”), or one direction of motion and two colors (“1M2C”). Samples in the 3-item 
trials were presented serially, with a digit accompanying the response dial indicating whether 
the first, second, or third item to be presented was to be recalled. The 1M2C condition was 
particularly diagnostic because it required maintenance of the same number of items as the 
3M condition but put a lower demand on content-context bindings: Memory for the ordinal 
position of the motion sample was not required on 1M2C trials, because it was the only item 
that a motion probe could interrogate; on 3M trials, in contrast, the correct binding of each 
sample to its context was necessary for recalling the correct item.    

Results indicated that delay-period activity in IPS was markedly higher for 3M than 
1M trials, but equivalent for 1M2C and 1M trials. The fact that 1M2C trials matched the 3M 
trials for the number of items to be held in working memory suggests that the load effect that 
has frequently been observed in IPS (e.g., 231,232,233,243,271) may reflect, at least in part, varying 
demands on context binding, rather than varying demands on stimulus representation per se. 
Whereas the critical context in the study of Gosseries, Yu, and colleagues (2018)244 was 
ordinal position of an item in the presentation sequence, the pattern of effects that they 
reported has been replicated in a study in which the three sample items (either three oriented 
bars or one bar, one color, and one luminance patch) were presented simultaneously and in 
different locations on the screen270. Therefore, an important question for future research is 
how the brain differentially represents spatial context versus ordinal-position/temporal 
context. 

5.4.2. Proactive interference 
The control of proactive interference in verbal working memory has been studied 

extensively with Monsell’s (1978)297 “recent negatives” variant of delayed recognition, in 
which a small number of consonant letters (e.g., four) is presented as samples, and on a 
subset of trials the nonmatching (a.k.a. “negative”) probe is drawn from the samples 
presented on the previous trials. Subjects are slower to reject such recent-negative probes 
than non-recent negative probes, and they false alarm to them at an elevated rate. Studies 
with PET imaging298 and with brain-damaged patients299 have implicated left inferior PFC as 
playing an important role in the control of proactive interference in working memory for 
verbal material, and studies with fMRI300 and with repetitive (r)TMS301 indicate that this 
control is applied at the time of the recognition decision.  

Additional study suggests that the control operation carried out by the left inferior 
PFC is one of evaluating item context. A behavioral experiment using a response-deadline 
procedure indicated that the false-alarm rate to recent-negative probes is highest with very 
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short response deadlines, suggesting that the fast familiarity signal generated by the visual 
processing of this probe triggers a “match” response before the slower recollection signal 
containing contextual information can influence the decision. Consistent with a role for left 
inferior PFC in comparing familiarity versus recollection signals, rTMS delivered to this area 
“early” (from 0-250 msec after probe onset), but not “late” (from 500-750 msec after probe 
onset), produced an elevated false-alarm rate to recent-negative probes302. 

5.5. Cognitive Neuropsychology of Working Memory [system/state] 
The goal of the research that we have summarized up until this point has been to 

investigate neural mechanisms underlying different aspects of working memory. A different 
approach that has contributed importantly to working memory theory development is the use 
of case studies from the neurology clinic, and sometimes larger samples of patients, to 
identify patterns of behavioral deficits that provide evidence for particular aspects of models 
of the cognitive architecture of working memory. Indeed, a report of patients with a selective 
impairment of auditory-verbal short-term memory (Warrington and Shallice, 1969)303 was 
influential in the development of modality-specific buffers in the multiple-component 
model75. A thorough review of this literature is beyond the scope of this chapter, but its 
history is succinctly captured by Papagno and Shallice (2019)123, and the special issue that 
this paper introduces provides a thorough overview of the current state of this literature, with 
arguments in favor of both memory-systems304-309 and state-dependent307,309,310 models of 
working memory. 

6. Conclusion 
Working memory is a construct that is of central importance for understanding many 

aspects of high-level cognition. Its study has generated influential discoveries and novel ideas 
in many branches of cognitive psychology and of neuroscience. In this chapter we have 
considered core functional and neural properties of working memory, providing an overview 
of the field by summarizing how currently influential perspectives address each of these 
properties. This exercise has highlighted the fact that increasing the crosstalk between 
cognitive/theoretical and neuroscientific approaches to the study of working memory offers 
an important way to make further progress. We conclude this chapter by considering some 
possibilities, framed by the concepts summarized in Table 1. 

System/state; attention: Delay-period spiking in PFC coordinating the synchrony of 
LFPs in MT, as described by Mendoza-Halliday et al. (2014)227 (section 5.2.2), is an example 
of top-down control of activity in sensory cortex, the mechanism that is also widely assumed 
to be the basis of visual selective attention (e.g., 221,311,312,313; section 5.2.1.2). Therefore, an 
experiment directly assessing evidence for overlap between the region of caudal PFC 
implicated in feature-based working memory227 and VPA, the region identified as a source of 
object-based attention222 (section 5.2.1.2), could adjudicate between memory-systems and 
state-dependent accounts of activity in the PFC.  

Plans/data: Are stimulus-specific patterns of activity observed in non-sensory cortex 
(such as the PFC; see section 5.3.2) best construed as supporting a storage function or a 
control? (For one study that has addressed this question, albeit in the context of visual 
perception rather than working memory, see314.)  

LTM: Does the neural representation of stimulus information being manipulated in 
working memory differ meaningfully from the neural representation of that same stimulus 
when it has been retrieved from LTM, but not in the context of a working memory task?  
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Binding: Does the binding of content to context that is fundamental to working 
memory (section 2.1) engage mechanisms that are different from the operation of the priority 
map hypothesized to govern visually guided behavior (section 5.4.1)? 

Attention: Does the CDA that is measured during working memory tasks (section 
5.3.1) reflect the operation of a mechanism that is qualitatively different from object-based 
attention? 

Attention; Stability/flexibility: Is information that is in working memory, but not 
relevant for immediate behavior, represented differently from prioritized information? 

Stability/flexibility: Advances in our understanding of how the principles of 
reinforcement learning are implemented in corticostriatal circuits (e.g.20,177,185,315,316) can 
provide important constraints on our understanding of the mechanisms underlying 
prioritization and removal operations in working memory (e.g.285,317,318).  

Consciousness: Although the presence of activity in a particular brain area isn’t 
specific to consciousness, it is reasonable to posit that activity is a necessary condition for 
consciousness to exist. Can further understanding of the distinction between activity-silent vs. 
active states of representation in working memory (section 5.3.3.2) provide useful leverage 
for understanding the neural bases of consciousness? 
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Figure 1: Schematics of three theoretical frameworks of working memory: A: Multi-
component model, with a central executive (CE) controlling three stores, the episodic buffer, 
the visual-spatial sketch pad (VSSP), and the phonological loop (Ph. Loop), the contents of 
which are re-activated through articulatory rehearsal. B: Embedded-process model: In a 
network of long-term memory representation a subset (grey nodes) forms the activated part of 
long-term memory. A limited number of 3-4 representations is in the focus of attention (thick 
black oval). C: Embedded-component model: A subset of the activated part of the long-term 
memory network is temporarily bound (thick broken lines) to a context (here: a location in a 
mental space, depicted as a spatial frame) and thereby related to each other (thick grey lines); 
this subset constitutes the direct-access region. Within it, one element and its context are 
selected into the focus of attention (thick black oval).  
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Figure 2: A: Architecture of the bump-attractor model96 applied to working memory for 
orientations: Model neurons are arranged in a ring, ordered by the preferred orientation of 
their tuning functions; nearby neurons have excitatory connections (arrow heads, depicted 
outside the ring); distant neurons have inhibitory connections (nobs, inside the ring). Shading 
of the units reflects their activation (grey = baseline, black = above baseline; white = below 
baseline). B: Bump-attractor model after encoding a left-pointing arrow: An activation bump 
is created with a peak at the neuron preferentially coding left-ward orientations. C: 
Architecture of 2-layer neural network for binding contents to contexts. D: State of the 2-
layer network after encoding a stimulus: The stimulus is represented as a pattern of activation 
in the content layer; its context as an activation pattern in the context layer. Rapid Hebbian 
learning updates the connection weights, strengthening those that are active with the same 
polarity.  

 


