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#### Abstract

Past studies have demonstrated that flexible interactions between brain regions support a wide range of goal-directed behaviors. However, the neural mechanisms that underlie adaptive communication between brain regions are not well understood. In this study, we combined theta-burst transcranial magnetic stimulation (TMS) and functional magnetic resonance imaging to investigate the sources of top-down biasing signals that influence task-evoked functional connectivity. Subjects viewed sequences of images of faces and buildings and were required to detect repetitions (2-back vs. 1 -back) of the attended stimuli category (faces or buildings). We found that functional connectivity between ventral temporal cortex and the primary visual cortex (VC) increased during processing of task-relevant stimuli, especially during higher memory loads. Furthermore, the strength of functional connectivity was greater for correct trials. Increases in task-evoked functional connectivity strength were correlated with increases in activity in multiple frontal, parietal, and subcortical (caudate and thalamus) regions. Finally, we found that TMS to superior intraparietal sulcus (IPS), but not to primary somatosensory cortex, decreased task-specific modulation in connectivity patterns between the primary VC and the parahippocampal place area. These findings demonstrate that the human IPS is a source of top-down biasing signals that modulate task-evoked functional connectivity among task-relevant cortical regions.


Key words: intraparietal sulcus, cognitive control, functional connectivity, TMS, working memory

## Introduction

In our daily lives, we constantly face situations where we need to flexibly regulate thoughts and actions in response to changing goals. Previous studies suggest that neural systems implement top-down control by exerting biasing signals to adaptively modulate on-going perceptual, motor, and cognitive functions (Miller and Cohen 2001; D'Esposito and Postle 2015). In support of this notion, studies have shown that top-down biasing signals can adaptively modulate the response amplitude
of localized brain activity (O’Craven et al. 1999; Druzgal and D'Esposito 2001), resulting in both enhancement of responses to task-relevant stimuli and suppression of responses to taskirrelevant stimuli (Gazzaley et al. 2005). These biasing signals can also modulate spatial patterns of activity within local functional brain regions (Seidl et al. 2012; Nelissen et al. 2013). For example, goal-directed attention influences the decoding accuracy of multi-voxel patterns of activity in occipito-temporal cortices (Chen et al. 2012) and their tuning to attended stimuli (Serences et al. 2009).


Figure 1. (A) We hypothesized that functional connectivity between VC and FFA/ PPA will be modulated by attention and memory load. For example, when attending to buildings during the task, there should be an increase in functional connectivity between VC and PPA (left). Following disruption of IPS function with TMS, there should be a decrease in task-evoked modulation in functional connectivity between these regions (right). (B) Structure of the task and trial timing (C) Individual subject TMS target sites: IPS (blue spheres) and S1 (black spheres) stimulation sites. Yellow/orange areas represent regions that exhibit increased correlation with task-evoked changes in connectivity between VC and FFA/PPA across all task conditions.

Neural systems exert top-down control not only by modulating localized information representation, but also through modulation of interactive communication between distributed brain regions (Van Essen et al. 1992; Friston 2009). For example, while attending to a visual object, information related to elementary visual features encoded in the primary visual cortex (VC) is transmitted to anterior ventral temporal cortices for further processing (Lerner et al. 2001). These findings suggest that topdown control could also be achieved by adaptively regulating the information flow between brain regions to prioritize the transfer of task-relevant information (Botvinick et al. 2001). Functional interactions that reflect information transfer between brain regions can be estimated by calculating the statistical dependency between activity in different brain regions, otherwise known as functional connectivity.

In our previous study (Hwang et al. 2019), we investigated the potential sources of top-down biasing signals that modulate task-evoked functional connectivity patterns by searching for brain regions that covary with changes in functional connectivity strength. We found that task-evoked changes in functional connectivity strength interacted with localized activity in frontal and parietal cortices, suggesting that frontal and parietal cortices could modulate information communication between brain regions. However, these results provided only correlational evidence for this hypothesis; it is possible that these regions did not actively influence connectivity patterns, but rather receive information from other brain regions. Furthermore, our previous study utilized a block design, making it difficult to isolate error trials and probe the relationship between functional connectiv-
ity strength and behavioral performance. Thus, the behavioral significance of task-evoked functional connectivity we previously observed also remains unclear.

To address these issues, the current study utilized a causal method, continuous theta-burst transcranial magnetic stimulation (tb-TMS), combined with functional magnetic resonance imaging (fMRI), to test the role of the superior intraparietal sulcus (IPS) in modulating task-evoked functional connectivity. The IPS showed the greatest effect in our previous study, and other previous studies have proposed that the IPS could adaptively gate information transfer between visual regions for selective attention (Friston and Buschel 2000; Stephan et al. 2008). Thus, we administered tb-TMS to the IPS and to a control region, the medial primary somatosensory area (S1), prior to fMRI scanning. During scanning, subjects performed an n-back task comprised of visual stimuli drawn from two categories (faces and buildings), each of which is known to engage a different ventral temporal region (e.g., faces for fusiform face area [FFA], and buildings for parahippocampal place area [PPA]). We utilized a mixedblock event related design that allowed us to separately analyze correct versus incorrect trials (Visscher et al. 2003), and tested two hypotheses in this study. First, task-specific modulation of functional connectivity strength between brain regions that process task-relevant information can be modulated by memory load and stimuli relevancy. Second, IPS is a source of top-down biasing signals that modulate functional connectivity between brain regions, in which case disruption of IPS function with TMS should decrease task-specific modulation of functional connectivity (Fig. 1A).

## Methods

## Subjects

Twenty-seven healthy adult subjects were recruited for this study. Two subjects were excluded because of a hardware issue, and two subjects were excluded because of drowsiness or poor task compliance in the MRI scanner. Therefore, baseline fMRI analyses were performed on 23 subjects (aged 18-35, nine males). Analyses of the TMS data were limited to the 17 subjects who completed all TMS testing sessions. All subjects were right handed, had normal or corrected-to-normal vision, and reported no history of a neurological or psychiatric disorder. All subjects provided written informed consent in accordance with procedures approved by the Committee for the Protection of Human Subjects at the University of California, Berkeley.

## Experimental Design

A within-subject design was used to test the effects of TMS on brain function. Subjects first completed a baseline fMRI session, followed by two TMS-fMRI sessions. During the baseline session, subjects' fMRI data were used to identify regions of interests (ROI) for further analyses and to localize subject-specific ROIs for tb-TMS. During the two TMS-fMRI testing sessions, subjects received tb-TMS to either the IPS or S1, and the order of stimulation sites was randomized across subjects. The fMRI data were collected within 10 min after tb-TMS to either IPS or S1 to assess TMS effects.

## Data Acquisition

Imaging data were acquired using a Siemens Tim/Trio 3 T scanner and a 32 -channel head coil located at the Henry H. Wheeler Jr Brain Imaging Center at the University of California, Berkeley. Structural images were acquired using a multi-echo MPRAGE sequence ( $\mathrm{TR}=2530 \mathrm{~ms}$; $\mathrm{TE}=1.64 / 3.5 / 5.36 / 7.22 \mathrm{~ms}$; flip angle $=7^{\circ}$; field of view $=256 \times 256,176$ sagittal slices, $1 \mathrm{~mm}^{3}$ voxels; 2x GRAPPA acceleration). Functional images were acquired using an echo-planar sequence sensitive to blood oxygenated level-dependent (BOLD) contrast with multiband acceleration $\left(T R=1000 \mathrm{~ms}\right.$; $\mathrm{TE}=33.2 \mathrm{~ms}$; flip angle $=40^{\circ}$; voxel size: $2.5 \mathrm{~mm}^{3}$ isotropic voxels with 52 axial slices; multiband factor $=4$ ). The first five subjects in this study completed 18 runs of functional scans for the baseline fMRI session and 12 runs for the TMS-fMRI sessions, with each run lasting 2 min and 35 s ( 155 TRs per run). The next 18 subjects completed 12 runs of functional scans during the baseline fMRI session and eight runs during the TMS-fMRI session, with each run lasting 3 min and 56 s ( 236 TRs per run). The change in run length was made to reduce start-up time between task runs and to keep the total session run time under the allocated time limit. Despite the differences in run structure, the total number of trials administered per condition were identical ( 78 trials per condition), and total fMRI volumes collected per condition were comparable between subjects ( 465 vs. 472 volumes). An LCD projector projected visual stimuli onto a screen mounted to the MRI gradient head coil. Psychophysics Toolbox Version 3 was used to present stimuli and record responses via a fiber-optic motor response recording device.

## Experimental Tasks

During all fMRI sessions, subjects performed tasks that required them to respond to sequentially presented pictures randomly
drawn from a set of 120 pictures of human faces and buildings. Specifically, subjects completed a functional localizer task, a 1back task, and a 2-back task (Fig. 1B). The functional localizer task was used to localize the FFA (Kanwisher et al. 1997) and the PPA (Epstein et al. 1999). In this task, pictures of human faces or buildings were presented briefly to subjects, who were required to make a button press to identify the category of the picture presented (face or building). For the n-back tasks, two factors were manipulated: memory load (2-back vs. 1-back) and the stimuli relevance (attend faces vs. attend buildings). Images presented in the 1-back and 2-back tasks were pictures of semitransparent faces overlapped with semitransparent buildings (see Fig. 1B). Luminance for all pictures was equalized using the SHINE toolbox (Willenbockel et al. 2010). Feedback was given at the end of each run indicating the accuracy of responses.

Prior to the start of each task, subjects were instructed to attend to a target category (faces or buildings), and to detect the occasional stimulus repetition of the attended target category. For the 2-back task, subjects were required to decide if the current picture presented matched the picture presented two trials back, whereas for the 1-back task subjects decided whether the current picture matched the picture in the previous trial. On different runs, subjects used their left or right index finger to respond. The response-mapping was randomized, balanced across tasks and runs, and explicitly instructed to the subjects before the start of each functional run.

Each fMRI run contained only one task condition, and subjects were visually presented with detailed task instructions prior to the start of each run. All runs began with 3 s of initial fixation, followed by task blocks interleaved with baseline fixation blocks. For the five subjects who performed tasks with shorter runs ( 155 s ), each run consisted of two 60 -second task blocks interleaved with 25 s of rest block and 7 s of a final fixation. For the rest of the subjects, each run consisted of three 60 -second task blocks interleaved with two 30 -second rest blocks and a 10 -second final fixation. For all subjects, each task block started with a 2 -second initiation cue, followed by 13 trials of stimuli. Each trial started with an image presented centrally on screen for 500 ms , immediately followed by a randomly jittered intertrial fixation that lasted between 1.5 to 10 s , sampled from an exponential distribution. Within each block, there were two to four repetitions of both stimuli categories, with the presentation sequences randomized separately. For all participants, 78 trials were administered for each condition.

## fMRI Data Preprocessing

Imaging data were preprocessed using FMRIPREP version 1.0 (Esteban et al. 2018). Each T1 anatomical image was corrected for intensity nonuniformity and skull-stripped using ANTS v2.1.0 (Avants et al. 2011). Brain surfaces were reconstructed using Freesurfer (Dale et al. 1999; Fischl et al. 1999). Anatomical scans were then normalized to the ICBM 152 Nonlinear Asymmetric template version 2009c through nonlinear registration using ANTS. Functional data were motion-corrected using FSL's MCFLIRT, and registered to the anatomical T1 image using a boundary-based registration with nine degrees of freedom. Motion correction and BOLD-to-T1 transformations were concatenated and applied in a single-step interpolation. Preprocessed data in native space, without normalization to the Montreal Neurological Institute (MNI) Template space, were also saved. Functional data were then spatially smoothed with a 4 mm full-width-at-half-maximum Gaussian kernel (FSL's

SUSAN). A nuisance regression was then performed using ordinary least squares regression (AFNI's 3dDeconvolve) with the following regressors: polynomial fits for removing linear drifts, six rigid-body motion parameters and their derivatives, and averaged signal from white-matter and ventricle ROIs that were created using Freesurfer's tissue segmentation tool (Dale et al. 1999). To minimize motion confounds, framewise displacement (FD) was calculated and volumes with FD $>0.2$ were removed prior to all regression analyses to reduce variances associated with high-noise timepoints.

## fMRI ROI

ROIs were defined using methods previously reported in Hwang et al. 2019. To estimate the evoked response associated with each trial, a voxel-wise generalized least squares regression with ARMA(1,1) autocorrelation model (AFNI's 3dREMLfit) was performed. Finite impulse response (FIR) basis functions were used to estimate the mean stimulus-evoked response amplitudes associated with each condition. Specifically, for each trial type a total of 14 FIR regressors were used to model 14 s of triallocked hemodynamic response after stimulus onset. Correct and incorrect trials were modeled separately, and only correct trials were included into evoked amplitude analyses. The estimated response magnitude 3 to 9 s after the stimulus onset was then averaged. We defined the FFA using the top 255 voxels (size equivalent to a sphere with 8 mm radius) within the previously defined FFA ROIs (Julian et al. 2012) that exhibited the strongest evoked response for faces compared to buildings. We repeated this procedure for definition of the PPA, except with buildings compared to faces (building blocks > faces blocks), and only for voxels within previously defined PPA ROIs (Julian et al. 2012). For all subjects, the primary VC ROI was defined using the top 255 most active voxels within the anatomical ROI along the calcarine sulcus from Freesurfer (Destrieux et al., 2010). We did not use a conventional spherical ROI centering around peak coordinates in the interest of avoiding including nongray matter voxels.

To localize potential sources of top-down biasing signals that modulate task-evoked functional connectivity, we combined a time-varying functional connectivity analysis with whole-brain regression. Prior to preforming all connectivity analyses, variances associated with the averaged stimulus-evoked responses patterns, as estimated by FIR models (see above), were removed from the data via linear regression (Cole et al. 2018). This procedure removes the mean stimuli-evoked response patterns from the data while preserving the trial-by-trial task variance for connectivity calculations. It has been shown that FIR task regression is most effective in reducing false positives in connectivity estimates when analyzing task fMRI data (Cole et al. 2018). This procedure controls for the confound of spurious increases in functional connectivity by correlated increases in stimulusevoked response amplitudes within the overlapping receptive fields between VC/FFA/PPA.

Time varying connectivity strength between early visual areas and PPA/FFA was then estimated under different task conditions using the Multiplication of Temporal Derivatives method (MTD) (Shine et al. 2015). Briefly, the first-order temporal derivatives (dt) of each time series were first calculated, and then normalized to each data point by dividing each derivative by the standard deviation of the whole time-series. The dt scores were then multiplied to calculate MTD scores between ROIs. Positive MTD scores indicate strong coupling between ROIs, whereas negative MTD scores reflect decoupling. MTD scores can then
be averaged across time to derive an estimate akin to static functional connectivity strength, whereas the time-varying MTD scores that are not averaged reflect time-varying changes in the strength of functional connectivity between ROIs. Individual MTD scores corresponding to each stimulus onset can also be extracted to derive estimates of trial-by-trial fluctuations in functional connectivity strength.

Because MTD scores could be susceptible to high frequency noise, it is necessary to calculate a moving average on MTD scores. Thus, we performed simulations of different window lengths to estimate the sensitivity for detecting task-evoked changes in connectivity across various window sizes (see Hwang et al. 2019 for details). We found that a window size of 15 volumes results in maximum sensitivity-the same window size used in our previous study that demonstrated that taskrelated effects in MTD estimates were stable across a range of moving windows from 5 to 15 (Hwang et al. 2019). Therefore, all results are presented using this window size. In our previous study, we found that results from MTD analyses were consistent with results calculated using the more conventional Pearson correlation coefficient. Specifically, we found that the direction of task differences between conditions were consistent between Pearson correlations and MTD estimates. For consistency, and because MTD has the advantage of providing a time-varying regressor for whole-brain regression analysis, we performed all connectivity analyses using MTD.

## TMS ROIs

MTD time-series for each condition were used as regressors in a general linear model (GLM) analysis to localize regions that covary with time-varying changes in functional connectivity strength. Using a similar procedure, we previously found that the bilateral, superior IPS exhibited the strongest association with time-varying changes in functional connectivity strength (Hwang et al. 2019). Therefore, for each subject, we performed whole-brain GLM analysis using MTD regressors, averaged regression weights of all conditions, and identified the peak coordinate within the superior IPS adjacent to the gyri crown of the inferior parietal lobe (Fig. 1C). This location was chosen instead of a peak deep within the IPS, which may be less effective targets for tb-TMS. Each subject's peak coordinate was used as our subject-specific TMS target. We chose the right or left IPS depending on which hemisphere showed the strongest effect (right: 13 subjects, left: 4 subjects). Medial S1 was used as the control TMS site, defined anatomically at the most superior portion of the right postcentral gyrus. These analyses were performed within each individual subject's native space but are displayed in MNI space for visualization purposes.

## TMS Procedure

TMS was applied via a MagStim Super Rapid 2 stimulator using a figure-eight double air film coil with a $70-\mathrm{mm}$ diameter. For each subject, the TMS intensity for continuous theta-burst stimulation (cTBS) was defined as $80 \%$ of the active motor threshold (AMT). Briefly, electromyography was recorded using electrodes from the first dorsal interosseous muscle of the participant's left or right hand depending on the stimulated hemisphere. To determine the AMT, TMS pulses were delivered over the primary motor cortex where TMS produced the largest motor-evoked potential (MEP). AMT was then defined as the minimum TMS intensity required to produce a peak MEP exceeding $50 \mu \mathrm{~V}$ on


Figure 2. Evoked response patterns in the FFA and PPA. Shaded areas represent bootstrap $95 \%$ confidence intervals.

5 out of 10 stimulation pulses. TMS targets were localized using a computerized frameless stereotaxic system (Brainsight, Rogue Research). The cTBS protocol comprises three single pulses separated by $20 \mathrm{~ms}(50 \mathrm{~Hz})$, and these triplet pulses were repeated every $200 \mathrm{~ms}(5 \mathrm{~Hz})$ for a duration of 40 s (Huang et al. 2005). A total of 600 pulses were administered. This stimulation protocol has been shown to reduce MEP and BOLD signal up to 1 h and is thought to reduce cortical excitability (Hubl et al. 2008).

## Whole-Brain Regression

Whole-brain GLM maps of each individual subject's MTD regressors were submitted to a group analysis contrasting the effects of memory load (2-back vs. 1-back) and stimuli relevance (relevant stimuli category, e.g., VC-FFA connectivity during attend to face condition, vs. irrelevant stimuli category, e.g., VC-PPA connectivity during attend to face condition). Group-level analysis was performed in MNI space with a linear mixed effects model at each voxel, using generalized least squares with a local estimate of random effects variance (AFNI's 3dMEMA). To correct for multiple comparisons, a whole-brain family-wise error correction was performed using Monte Carlo simulation implemented in the 3dClustSim software from AFNI. An updated spatial autocorrelation function option was used to estimate averaged spatial smoothness for Monte Carlo simulation, which has been shown to keep the false positive rate at $5 \%$ (Cox et al. 2017). For all group analyses, we report corrected results using the cluster forming threshold of $P<0.01$ and a cluster size threshold of $P<0.01$ (corrected cluster size for MTD regressors were 23 contiguous $2 \mathrm{~mm}^{3}$ voxels).

## Statistical Analysis

To test the behavioral relevance of time-varying functional connectivity strength, MTD scores were extracted from volumes of each trial's stimulus onset. Each individual trial's MTD scores were temporally averaged across 15 TRs centered around each stimuli onset, using the windowing procedure described above. These MTD scores were then sorted by correct and incorrect trials, separately for each condition. Paired t-tests were used to test for differences between correct versus incorrect trials. The trial-by-trial MTD scores were also regressed against each trial's reaction time (RT). The area under the curve of each condition's

FIR timecourse was calculated as a proxy for evoked response amplitude.

To test the effect of tb-TMS, a three-way, within-subject analysis of variance test (ANOVA) was performed, crossing conditions (1-back vs. 2-back), stimuli categories (faces vs. buildings), and TMS site (IPS vs. S1) as independent variables. Behavioral measures (RT and accuracy), evoked response amplitude, and MTD connectivity estimates (averaged across timepoints within each condition) were used as dependent variables. For each significant main or interaction effect, follow-up post hoc t-tests were performed, controlling for the family wise error rate using the Bonferroni correction.

## Results

## Behavioral Performance During the Baseline fMRI Session

During the baseline session, subjects had significantly lower accuracy during the 2-back task when compared to the 1-back task (mean accuracy for 2-back attend to faces condition $=0.67$, $S D=0.25$, mean for 1-back attend to faces $=0.85, S D=0.2$, contrasting 2-back versus 1-back: $\mathrm{t}(22)=2.44, \mathrm{P}=0.026$; mean accuracy for 2-back attend to buildings $=0.65, \mathrm{SD}=0.33$, mean accuracy for 1-back attend to buildings $=0.88, S D=0.18$, contrasting 2-back versus 1-back: $\mathrm{t}(22)=2.75, P=0.014$ ). Subjects also had significantly slower RTs during the 2-back task when compared to the 1-back task (mean RT for 2-back attend to faces $=0.96 \mathrm{~s}, S D=0.20 \mathrm{~s}$, mean RT for 1-back faces $=0.87 \mathrm{~s}$, $S D=0.22 \mathrm{~s}$, contrasting 2-back versus 1-back: $\mathrm{t}(22)=2.26$, $P=0.034$; mean RT for 2-back attend to buildings $=0.90 \mathrm{~s}$, $S D=0.21 \mathrm{~s}$, mean RT for 1-back attend to buildings $=0.85 \mathrm{~s}$, $\mathrm{SD}=0.2 \mathrm{~s}, \mathrm{t}(22)=1.50, \mathrm{P}=0.15)$.

## Stimulus Evoked Response Patterns During the Baseline fMRI Session

To analyze the amplitude of evoked responses in FFA and PPA, the area under the curve values of FIR estimates across all TRs for each condition were calculated (Fig. 2). A two-factor repeated measure ANOVA was performed with memory load (2-back vs. 1-back) and stimuli relevance (attend to faces vs. attend to buildings) as independent factors, and area under the curve values as dependent values. For both the FFA and PPA, there


Figure 3. Task-evoked functional connectivity between FFA and VC (VC-FFA), and between PPA and VC (VC-PPA). (A) Mean and 95\% bootstrap confidence intervals of functional connectivity strength (MTD scores) between VC and FFA/PPA under different experimental conditions. MTD scores were averaged across timepoints within each condition. For both FFA and PPA, functional connectivity strength was significantly modulated by memory load, with PPA further modulated by stimuli relevance. (B) Mean and $95 \%$ bootstrap confidence intervals of functional connectivity strength (MTD scores) between VC and FFA/PPA for correct and incorrectly performed trials. Functional connectivity strength between VC and FFA were significantly greater for correctly performed trials. MTD scores were extracted the stimulus onset of each trial. Star symbols indicate statistically significant differences between conditions at $P<0.05$ (corrected).
was an main effect for stimuli relevance (FFA: $F(1,22)=18.76$, $P<0.001$; PPA: $F(1,22)=64.40, P<0.001)$. Specifically, evoked response amplitudes were greater during the attend to face conditions in the FFA ( $t(22)=4.33$, corrected $P<0.001$ ), and greater during the attend to building conditions in the PPA $(t(22)=8.03$, corrected $P<0.001)$. These findings replicate our previous study (Hwang et al. 2019). We did not find significant memory load effects for PPA $(F(1,22)=0.07, P=0.79)$. There was a significant memory effect for FFA $(F(1,22)=5.65, P=0.027)$. Specifically, evoked response amplitudes were greater during 2-back attend to face condition compared to the 1 -back attend to face condition ( $\mathrm{t}(22)=2.38$, corrected $P=0.027$ ). No significant memory load by category interactions were found in either the FFA or PPA (FFA: $F(1,22)=0.66, P=0.43$; $\operatorname{PPA}: F(1,22)=0.47, P=0.5)$.

## Time-Varying Functional Connectivity During the Baseline fMRI Session

To examine how functional connectivity strength (calculated using time-averaged MTD scores) between VC and FFA/PPA
was modulated by stimuli relevance and memory load (2-back vs. 1-back), a repeated measures ANOVA was performed with memory load and stimuli relevance as independent factors, and the time-averaged MTD scores as the dependent variable. We found that functional connectivity between FFA and VC was significantly modulated by memory load (Fig. 3A; $F(1,22)=6.89$, $P=0.016$ ) but not stimuli relevance ( $F(1,22)=2.35, P=0.14$ ). Post hoc tests showed that compared to the 1-back condition, the 2-back condition elicited stronger functional connectivity between FFA and VC $(t(22)=2.62$, corrected $P=0.015)$. Functional connectivity between PPA and VC were significantly modulated by both memory load ( $F(1,22)=4.83, P=0.039$ ) and stimuli relevance $(F(1,22)=7.81, P=0.011)$. Compared to the attend to faces condition, the attend to buildings condition elicited stronger functional connectivity between VC and PPA $(t(22)=2.79$, corrected $P=0.011)$. Post hoc tests showed that the 2-back condition elicited significantly stronger functional connectivity between PPA and VC when compared to the 1-back condition ( $t(22)=2.2$, corrected $P=0.039$ ). These results replicate our previous findings indicating that task-evoked functional


Figure 4. Potential sources of top-down biasing signals that influence functional connectivity patterns during the baseline session. (A) Regions that showed significant interactions with task-evoked connectivity patterns associated with increases in memory load (contrasting 2-back vs. 1-back conditions). (B) Regions that showed significant interactions with task-evoked connectivity patterns associated with processing of attended stimuli (contrasting the attended stimuli category vs. the unattended category). Both maps were generated using a smoothing window of 15 volumes, cluster corrected at $P<0.01$.
connectivity between VC and PPA can be enhanced to prioritize building stimuli that are relevant to the task, and further suggest that functional connectivity between VC and FFA/PPA can be further strengthened in response to higher memory load.

To further test the behavioral significance of task-evoked functional connectivity, each trial's MTD score for the timepoint of stimuli onset was extracted. The average trial-by-trial MTD scores for correct versus incorrect trials were separately calculated and paired $t$-tests were performed to test for their differences. We found that functional connectivity between VC and FFA was stronger for correct trials versus incorrect trials during the 2-back attend to face condition (Fig. 3B; $\mathrm{t}(22)=4.97$, corrected $P<0.001$ ) and 1-back attend to face condition ( $t(22)=7.98$, corrected $P<0.001$ ). No significant differences were found between correct and incorrect trials for connectivity between VC and PPA (2-back condition: $\mathrm{t}(22)=2.18$, corrected $P=0.08$; 1-back condition: $\mathrm{t}(23)=1.48$, corrected $P=0.31$ ).

## Relationship between task-evoked time-varying functional connectivity and regional activity

To localize potential regions that modulate task-evoked functional connectivity between VC and FFA/PPA, we entered each condition's time-varying MTD scores as additional regressors into a whole-brain GLM analysis. We first performed whole-
brain regressions to identify regions interacting with connectivity patterns that were correlated with increased memory load (Fig. 4A). We found a distributed set of regions that included the right middle frontal gyrus, bilateral inferior frontal gyrus, medial dorsal frontal cortex, bilateral insula, bilateral IPS, left inferior parietal lobule, superior and anterior temporal cortex, bilateral caudate, and the right mediodorsal thalamus. Some of these regions were consistent with our previous study (Hwang et al. 2019), in which we found increased activity in lateral middle frontal, medial frontal, and bilateral IPS associated with changes in connectivity patterns between the 1 -back and 0 back tasks. We further contrasted stimuli relevance (e.g., VCFFA vs. VC-PPA for attend to face conditions, and VC-PPA vs. VC-FFA for attend to building conditions) to localize regions that showed an increased correlation with functional connectivity between regions that support task-relevant information (Fig. 4B). We found increased activity in the left inferior frontal, medial dorsal frontal cortex, left inferior parietal lobule, left superior temporal cortex, left caudate, and the right mediodorsal thalamus.

## TMS effects

Our past and current findings demonstrate that among several cortical regions, IPS activity is consistently correlated with
changes in task-evoked functional connectivity between visual areas that process relevant information. However, it is unknown whether IPS is the source of a top-down biasing signal that influences functional connectivity, or whether its activity merely covaries with patterns of functional connectivity but has no active influence over functional connectivity strength. For example, the same patterns may emerge if the IPS is maintaining representation of working memory content through receiving information from task-relevant regions that are functionally coupled. To test these possibilities, we applied tb-TBS to IPS and S1 prior to subjects performing a task during fMRI scanning. To assess TMS effects, we conducted three separate three-way repeated measure ANOVA, using time-averaged MTD scores between VC and FFA/PPA, evoked response amplitude (area under the curve values of FIR estimates), and behavioral data (RT and accuracy) as the dependent measures, and TMS site (IPS vs. S1), memory load, and stimuli relevance as independent factors.

There was no significant difference in trial accuracy following TMS to different sites (main effect of TMS site: $F(1,16)=2.17, P=0.16)$, and no significant interactions between TMS sites and task conditions (TMS site by stimuli relevance interaction: $F(1,16)=1.65, P=0.22$; TMS site by memory load interaction: $F(1,16)=0.88, P=0.36$; TMS site by memory load by stimuli relevance: $F(1,16)=0.51, P=0.48$ ). There was also no significant difference in RT following TMS to different sites (main effect of TMS site: $F(1,16)=0.015, P=0.91$ ), and no significant interactions between TMS sites and task conditions (TMS site by stimuli relevance interaction: $F(1,16)=1.26, P=0.28$; TMS site by memory load interaction: $F(1,16)=0.77, P=0.39$; TMS site by memory load by stimuli relevance: $F(1,16)=0.02$, $P=0.89$ ). We further compared trial accuracy and RTs between the baseline session and the S 1 tb -TMS session by including whether or not subject received S1 tb-TMS as an independent variable in a separate three-way ANOVA. We found no significant differences in task performances between the baseline session and the S1 tb-TMS session (main effect of TMS on accuracy: $F(1,16)=1.21, P=0.29$; main effect of TMS on RT: $F(1,16)=2.18$, $P=0.17$ ).

In both the FFA and PPA, there were no significant differences in evoked response amplitudes following TMS to different sites (FFA: main effect of TMS site $F(1,16)=2.76, P=0.11$; PPA: main effect of TMS site $F(1,16)=3.20, P=0.09$; Fig. $5 A$ ), and there were no significant interactions between TMS site and memory load (FFA: $F(1,16)=0.005, P=0.94$, PPA: $F(1,16)=0.08, P=0.77$ ), nor between TMS site and stimuli relevance (FFA: $F(1,16)=0.20$, $P=0.66$, PPA: $(F 1,16)=0.03, P=0.87)$. No significant three way interactions between TMS sites, stimuli relevancy, and memory load were found (FFA: $F(1,16)<0.001, P=0.99$; PPA: $F(1,16)=1.90$, $P=0.19$ ).

For functional connectivity between VC and FFA, there were no significant differences between TMS sites (IPS vs. S1; $F(1,16)=1.78, P=0.20$; Fig. $5 B$ ), and no significant interactions between TMS sites and task factors (TMS site by task relevancy: $F(1,16)=0.99, P=0.45$; TMS site by memory load: $F(1,16)=1.42$, $P=0.25)$. However, for functional connectivity between VC and PPA, there was a significant interaction between TMS site and stimuli relevance $(F(1,16)=16.10, P=0.001)$, and between TMS site and memory load $(F(1,16)=5.18, P=0.037)$. Post hoc tests showed that compared to S1 TMS, IPS TMS significantly reduced functional connectivity strength between VC and PPA during the 2-back $(t(16)=5.04$, corrected $P<0.001)$ and the 1-back attend to building condition $(t(16)=3.04$, corrected $P=0.03)$. There were no significant differences in other contrasts.

## Exploratory analyses

Given that we only observed significant tb-TMS effects on taskevoked functional connectivity between VC and PPA for the 2back attend to buildings condition, we considered the possibility that brain regions not modulated by tb-TMS may have provided compensatory modulations for other task conditions. Thus, we performed an exploratory analysis to test if after IPS tb-TMS there were brain regions that showed increased association with task-evoked functional connectivity, which could indicate a compensatory response. We first contrasted time-varying connectivity regression maps from all conditions between S1 and IPS tb-TMS sessions. We found that, compared to S1 tb-TMS, the right middle frontal gyrus and the left insula showed increased association with functional connectivity patterns after IPS tbTMS. In contrast, the stimulated IPS region, the right superior IPS, and its adjacent inferior IPS all showed decreased association with task-evoked functional connectivity (Fig. 6A). Furthermore, given that we did not observe any significant tb-TMS effects on task-evoked functional connectivity between VC and FFA, we performed a second exploratory analysis to probe the possibility that functional connectivity between VC and FFA also received compensatory modulations. We contrasted the VC-FFA connectivity regression maps between IPS and S1 tb-TMS sessions for all attend to face conditions. We found that after IPS tb-TMS, bilateral insula showed increased association with VC-FFA functional connectivity (Fig. 6B). These results suggest that tb-TMS to the IPS disrupted its association with task-evoked functional connectivity, whereas the right MFG and the insula may have provided compensatory modulations over functional connectivity. We also compared VC-FFA and VC-PPA connectivity regression maps, and did not find any significant cluster. We also did not find significant correlations between task performance and TMS effects on functional connectivity, evoked responses, and regression coefficients in regions interacting with functional connectivity.

## Discussion

In this study, we investigated how top-down biasing signals influence task-evoked functional connectivity to process taskrelevant stimuli, as well as how these signals respond to varying memory load. We found that during an n-back task, functional connectivity between occipital and ventral temporal brain regions that process task-relevant visual stimuli increased as a function of memory load. To search for sources of topdown biasing signals that modulate functional connectivity, we combined time-varying functional connectivity analysis with whole-brain regression. We found several cortical and subcortical regions, including multiple frontal regions, insula, IPS, caudate, and the mediodorsal thalamus, that showed increased covariation with task-evoked changes in functional connectivity. Given the IPS showed strongest effects in our previous study and has been shown to adaptively gate information transfer between visual regions for selective attention (Friston and Buschel 2000; Stephan et al. 2008), we then used tb-TMS to test the causal role of IPS in influencing functional connectivity. We found that tb-TMS to IPS reduced its association with timevarying functional connectivity, and decreased task-evoked modulations in functional connectivity between VC and PPA, specifically during conditions when the PPA was processing task-relevant stimuli. Together, these findings suggest that the human IPS is one source of top-down biasing signals that


Figure 5. TMS effects on evoked response amplitude and functional connectivity. (A) TMS effects on evoked response amplitudes in FFA and PPA for all conditions. Error bars represent $95 \%$ confidence intervals. Error bars are $95 \%$ bootstrap confidence intervals (B) Mean and $95 \%$ bootstrap confidence intervals of functional connectivity strength (MTD scores) between VC and FFA/PPA after S1 and IPS TMS. MTD scores were averaged across timepoints within each condition. Star symbols indicate statistically significant differences between conditions at corrected $P<0.05$.
modulate task-evoked functional connectivity between brain regions that process task-relevant stimuli.

Several theoretical models hypothesize that flexible, goaldirected behaviors are supported by top-down biasing signals that adaptively modulate ongoing sensory, motor, and cognitive processes (Botvinick et al. 2001; Gazzaley and Nobre 2012). Topdown biasing signals are proposed to modulate the response amplitude of localized brain activity to enhance the representation of information that is behaviorally relevant (Desimone 1998; Badre 2008). This model has received extensive empirical support from both non-human primate electrophysiology and human neuroimaging studies (O'Craven et al. 1999; Treue and Trujillo 1999). Our results replicate these previous findings, by demonstrating that stimuli that were relevant to the task elicit stronger stimuli-evoked responses in FFA and PPA.

In addition to the response amplitude modulation mechanism, it was also proposed that information communication between brain regions can be selectively enhanced to prioritize
information transfer that is behaviorally relevant (Botvinick et al. 2001; Miller and Cohen 2001). Findings from our current and previous study (Hwang et al. 2019), as well as other previously published studies (Al-Aidroos et al. 2012), support this connectivity modulation mechanism by demonstrating that functional connectivity between VC and FFA or PPA can be selectively enhanced depending on the visual category (faces or buildings) that is task relevant. In our n-back task, we presented face and buildings stimuli that were transparent and overlapping. Therefore, when subjects attended to stimuli from the attended category, stimuli from the other category became irrelevant distractors. Since successful performance requires task-relevant stimuli to be prioritized over taskirrelevant stimuli, representations of the memorized target stimuli must be sustained in absence of external visual stimuli. A connectivity modulation mechanism could prioritize the target over distractors by selectively strengthening the neural pathways that transmit visual features of the attended stimuli


Figure 6. Potential sources of compensatory top-down biasing signals that influence functional connectivity patterns after IPS tb-TMS. (A) Contrast of time-varying functional connectivity regression maps between IPS and S1 tb-TMS for all conditions. (B) Contrast of VC-FFA time-varying functional connectivity regression maps between IPS and S1 tb-TMS for attend to faces conditions. Yellow color indicates increased association with task-evoked functional connectivity after IPS tb-TMS, and blue color indicates reduced association. No significant cluster were found in medial regions thus not shown. Cluster corrected at $P<0.01$.
between VC and FFA or PPA, depending on which higher-order visual region encodes the selected visual category. Furthermore, because higher memory load increases the number of visual feature representations that must be maintained in memory, a connectivity modulation mechanism could also actively maintain memory representations by selectively increasing interactions between VC and FFA/PPA. Thus, the increased functional connectivity between the VC and the FFA/PPA observed during comparison of the 2 -back condition with the 1 -back condition likely reflects increased feedback and feedforward interactions along the ventral stream engaged during higher memory load. If a connectivity modulation mechanism is important for selecting task-relevant stimuli and maintaining memory representation, then the strength of connectivity should be correlated with behavioral performance. Indeed, we found that accurately performed trials had stronger functional connectivity strength between VC and FFA when compared to error trials.

In aggregate, top-down signals can adaptively modulate both localized evoked responses and functional connectivity between task-relevant brain regions to change the signal strength of information depending on its behavioral relevance and task requirement. The prefrontal and parietal cortices have been suggested to be the sources of top-down biasing signals (Miller and D'Esposito 2005; Kay and Yeatman 2017). In support of this notion, both lesion and TMS studies indicate that diminished frontal lobe function causes a reduction in the amplitude of stimulus-evoked responses in posterior brain regions (Knight et al. 1999; Ruff et al. 2008; Higo et al. 2011; Zanto et al. 2011). For example, applying TMS to the frontal eye fields (Heinen et al. 2014), the dorsal lateral prefrontal cortex (Feredoes et al. 2011), the inferior frontal junction (Zanto et al. 2011; Zanto et al. 2013), and the frontal operculum (Higo et al. 2011) have all been shown to modulate evoked responses in downstream cortical regions that process task-relevant stimuli. Previous studies have also
found that applying TMS to the motor cortex decreased functional connectivity between the stimulated primary motor area and the anatomically connected putamen (van Schouwenburg et al. 2010). Our findings provide causal evidence indicating that tb-TMS to the IPS modulates functional connectivity between task-related regions not directly stimulated by TMS, and independent of changes in evoked responses. Specifically, we found that tb-TMS to the IPS reduced task-evoked changes in functional connectivity between VC and PPA during conditions when PPA is actively processing task-relevant stimuli. While we found that IPS TMS had an effect on PPA's functional connectivity with VC, it did not alter evoked response amplitudes in either FFA or PPA. Previous studies that reported significant modulations in evoked responses after TMS did not stimulate the IPS (Feredoes et al. 2011; Zanto et al. 2013; Heinen et al. 2014). These results suggest that mechanisms involved in modulating taskevoked response amplitudes could be dissociated from those that influence functional connectivity patterns (Gratton et al. 2016; Gratton et al. 2018), in which case evoked responses and functional connectivity could be modulated by distinct frontal and parietal regions. Altogether, our results demonstrate a role for the IPS in biasing patterns of task-evoked functional connectivity independent of evoked responses.

We found that IPS tb-TMS did not elicit significant changes in behavior. While several previous TMS-fMRI studies also did not find significant changes in behavior after TMS (Feredoes et al. 2011; Zanto et al. 2013), studies that did find significant differences reported TMS modulations in evoked responses (van Schouwenburg et al. 2010; Zanto et al. 2011; Heinen et al. 2014). Therefore, intact task modulations in evoked responses in FFA and PPA may have provided a compensatory mechanism for active maintenance of memory representations and support successful performance. It is also possible that behavioral performance is less sensitive to IPS tb-TMS in our task. Similarly, one potential explanation as to why we found that IPS tb-TMS
did not elicit significant changes in task-evoked functional connectivity between VC and FFA is that other unstimulated brain regions may have provided compensatory top-down modulations. In support of this notion, we found that compared to S1, IPS tb-TMS increased the association between task-evoked functional connectivity and several frontal regions, including the right MFG and the insula. Therefore, it is possible that instead of the IPS, these compensatory regions may have exerted top-down biasing signals to modulate task-evoked functional connectivity in conditions that were not affected by IPS tb-TMS. Two previous TMS-fMRI studies also found evidence that unstimulated regions can provide such a compensatory mechanism (Lee and D'Esposito 2012; Zanto et al. 2013). Finally, it is possible that in our study the FFA and PPA responded differently to a dampened top-down bias signal following TMS to IPS. For example, compared to PPA, several studies have found that evoked responses in FFA consistently exhibit a smaller effect size and weaker task modulation (e.g., Gazzaley et al. 2005; Hwang et al. 2019). Further, a previous fMRI study reported a significant modulation in PPA, but not FFA, following TMS to the right inferior frontal junction (Zanto et al. 2013). Given that task modulations in evoked responses are likely mediated by top-down biasing signals (Gregoriou et al. 2014), both evoked responses and functional connectivity to FFA could be less sensitive to top-down bias signals. A possible explanation for this finding may be related to the fact that building stimuli are capable of driving strong responses in FFA, as indicated by strong evoked responses to building stimuli in our current (see Fig. 2) and previous studies (Gazzaley et al. 2005; Hwang et al. 2019). Thus, FFA's strong response to building stimuli may be causing a mutual inhibition effect that weakens FFA's response to task modulations. This weakened task effect could have masked potential TMS effects in our study.

We previously hypothesized that two potential mechanisms could support the top-down control of information flow between distributed brain regions (Hwang et al. 2019). First, interregional communication may be modulated by regulating the coherence of neural oscillations between brain regions (Fries 2015). Sources of top-down biasing signals could simultaneously target inhibitory neurons that are capable of modulating local neural oscillations in both VC and FFA/PPA (Cardin et al. 2009; Vierling-Claassen et al. 2010), therefore adaptively regulating neural synchrony between task-relevant regions. A second potential mechanism involves the IPS or other frontal regions influencing thalamic activity, potentially the pulvinar nucleus, which in turn modulates connectivity between multiple brain regions through converging cortico-thalamo-cortical connectivity (Saalmann et al. 2012; Sherman 2016). We found that activity in the caudate and the mediodorsal thalamus showed increased associations with task-evoked changes in functional connectivity. Given that the mediodorsal thalamus receives projections from multiple frontal regions and the posterior parietal cortex, but not ventral temporal regions (Selemon and Goldman-Rakic 1988), and that the caudate does not directly project to occipito-temporal regions, the caudate and the mediodorsal thalamus are likely not directly involved in modulating information relay between VC and FFA/PPA. Instead, this cortico-striatal-thalamic loop could be involved in maintaining task-related information in frontal and parietal cortices for top-down control. This hypothesis is supported by a recent study demonstrated that the mediodorsal nucleus is necessary for maintaining task-rule information representation in the frontal cortex (Schmitt et al. 2017).
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