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Abstract Manyworking memory (WM)models propose that
the focus of attention (or primarymemory) has a capacity limit
of one to four items, and therefore, that performance on WM
tasks involves retrieving some items from long-term (or sec-
ondary) memory (LTM). In the present study, we present
evidence suggesting that recall of even one item on a WM
task can involve retrieving it from LTM. The WM task re-
quired participants to make a deep (living/nonliving) or shal-
low (“e”/no “e”) level-of-processing (LOP) judgment on one
word and to recall the word after a 10-s delay on each trial.
During the delay, participants either rehearsed the word or
performed an easy or a hard math task. When the to-be-
remembered item could be rehearsed, recall was fast and
accurate. When it was followed by a math task, recall was
slower, error-prone, and benefited from a deeper LOP at
encoding, especially for the hard math condition. The authors
suggest that a covert-retrieval mechanism may have refreshed
the item during easy math, and that the hard math condition
shows that even a single item cannot be reliably held in WM
during a sufficiently distracting task—therefore, recalling the
item involved retrieving it from LTM. Additionally, perfor-
mance on a final free recall (LTM) test was better for items
recalled following math than following rehearsal, suggesting
that initial recall following math involved elaborative retrieval

from LTM, whereas rehearsal did not. The authors suggest that
the extent to which performance onWM tasks involves retrieval
from LTM depends on the amounts of disruption to both re-
hearsal and covert-retrieval/refreshingmaintenancemechanisms.
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Introduction

Cognitive psychologists and neuroscientists have increasingly
acknowledged the close relation between short-term or work-
ingmemory (WM) and long-termmemory (LTM; see Jonides,
Lewis, Nee, Lustig, Berman & Moore, 2008, for a review).
For example, views on the capacity of WM have systemati-
cally shrunk from Miller’s (1956) magical number 7±2, to
Cowan’s (2001) magical number 4, to others who now place
the limit at one item (McElree, 2006). Thus, given that WM
tests typically require recalling more than one item, recall on
tests ostensibly measuring WM may actually involve LTM
processes to a substantial degree.

Store models of WM suggest that a small number of items
(e.g., four) may be maintained in a temporary store (Atkinson
& Shiffrin, 1968; Waugh & Norman, 1965)—for example,
domain-specific buffers (Baddeley, 1986) or primary memory
(Unsworth & Engle, 2007); accessing further items must
involve retrieving them from LTM via the episodic buffer
(Baddeley, 2000) or secondary memory (Atkinson &
Shiffrin, 1968; Unsworth & Engle, 2007; Waugh &
Norman, 1965). State models suggest that information “in
WM” consists of representations that vary in their level of
activation. Cowan (2001) suggested that four chunks of infor-
mation may be within the focus of attention; accessing other
recently processed information requires retrieval from the
activated portion of LTM.McElree (2006) suggested that only
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one itemmay be in the focus of attention at any given time and
that accessing other items requires retrieval from LTM.
Oberauer (2002) also suggested that only one item can be in
the focus of attention, but that a small number (e.g., three) of
recently processed items may remain in a “region of direct
access” or “broad focus” (Oberauer & Hein, 2012); accessing
items outside this region involves retrieving them from the
activated portion of LTM.1

In sum, the models reviewed above all claim that at least
one item can be maintained in WM over short delays.
Recently, we presented evidence that patient H.C., an amnesic
with LTM impairment due to damage to her hippocampus,
could not reliably maintain a single item in WM if rehearsal
was disrupted and/or the stimulus was novel (Rose, Olsen,
Craik & Rosenbaum, 2012). This finding is consistent with
recent views that counter the traditional suggestion of a neu-
ropsychological double dissociation between WM and LTM
(e.g., Jonides et al., 2008; Ranganath & Blumenfeld, 2005).
Here we present further evidence showing that performance
on a WM task requiring the recall of just one word after 10 s
can involve retrieving it from LTM.

One of the ways in which we assessed the involvement of
LTM in performance onWM tasks was by examining whether
deeper levels of processing (LOP) at encoding benefit a WM
task, as they do for LTM tests. Examining LOP effects on an
initial WM task and a subsequent LTM test offered an indica-
tor of the involvement of LTM retrieval on the initial WM
task, because manipulating LOP at encoding has one of the
strongest and most reliable effects on (explicit) LTM tests
(Craik & Tulving, 1975). In contrast, as we will discuss in
the next section, a deeper LOP often does not benefit WM.

LOP effects on WM

WM and LTM have long been thought to dissociate in terms
of LOP effects (e.g., Craik & Jacoby, 1975; Mazuryk &
Lockhart, 1974; for reviews, see Rose, 2010; Shivde &
Anderson, 2011). However, recent research has shown both
similarities and differences in LOP effects on WM and LTM
tests. Rose, Myerson, Roediger and Hale (2010) developed a
complex WM span task that manipulated LOP at encoding,
but they did not find a benefit of deeper processing on WM
recall (see also Flegal & Reuter-Lorenz, 2014; Loaiza &

Camos, 2013; Rose, 2013). In contrast, Loaiza, McCabe,
Youngblood, Rose and Myerson (2011) found a benefit of
deeper LOP on more traditional complexWM span tasks (i.e.,
reading span and operation span). Rose (2010) used Craik and
Tulving’s (1975) original LOPmaterials in a modified reading
span task, in which participants either did or did not expect to
receive immediate recall tests, and found a benefit of deeper
LOP, but only for longer (eight-item) list lengths when the
tests were unexpected. To account for the variable pattern of
LOP effects on WM tests in the literature, Rose and Craik
(2012) calculated the correlation between the size of the LOP
effect on immediate recall and the difference between deep
and shallow LOP decision times in eight independent exper-
iments. The difference in LOP decision times between deep
and shallow LOP tasks was taken as a proxy for a difference in
secondary task difficulty—that is, a difference in the amount
of time that attention was drawn away frommaintaining to-be-
remembered items between the two conditions. Rose and
Craik found a significant correlation, which led them to hy-
pothesize that the extent to which deeper LOP benefits per-
formance on WM tasks depends on the amount of disruption
to active maintenance processes, and therefore on the amount
of retrieval from LTM. However, this hypothesis was based on
correlational data and was susceptible to methodological dif-
ferences across experiments.

The primary goal of the present study was to directly test
the hypothesis that a deeper LOP at encoding benefits WM
performance to the extent that active maintenance processes
are disrupted. We used a novel paradigm in which the amount
of disruption to active maintenance processes was parametri-
cally manipulated while the processing duration, set size, and
retention interval were held constant. In prior research with
WM span tasks, it was unclear how conditions differed with
respect to the amount of attention that could be devoted to
either maintaining the memoranda or performing the second-
ary distractor task. A clearer manipulation of LTM involve-
ment was accomplished by comparing conditions that differed
only in the amount of disruption to active maintenance pro-
cesses. What might these active maintenance processes be?

WM maintenance mechanisms: Rehearsal, refreshing,
and covert retrieval

Manymodels propose that items can be actively maintained in
WMby at least two distinct types of maintenance mechanisms
(Burgess & Hitch, 1999; Camos, Lagner & Barrouillet, 2009;
Cowan, 1992). Articulatory rehearsal involves continuous
(overt or covert) repetition of articulatory/phonological codes
and is effective for maintaining verbal information for WM
recall, provided that rehearsal is not disrupted by articulatory
suppression (Baddeley, 1986) or interference from overlap-
ping phonological codes (e.g., Camos, Mora & Oberauer,
2011). Some models propose that when to-be-remembered

1 The terminology used in this field is quite variable, even when re-
searchers refer to seemingly similar concepts. Here, we use the term
“WM” to refer to both WM and STM concepts. The terms “primary”
and “secondary memory” refer to theoretical memory stores tapped
principally by WM and LTM tests, respectively. Because maintaining
information in primary memory is conceptually similar to maintaining
information in the focus of attention in performance on (Cowan, personal
communication), here we use the term “focus of attention” to refer to both
concepts, and the terms “WM” and “LTM” as shorthands to refer to the
collection of processes involved in performance in WM and LTM tests,
respectively.
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items cannot be continuously rehearsed in a phonological loop
(Burgess & Hitch, 1999) or maintained in the focus of atten-
tion (Cowan, 1992), participants may try to periodically return
the items to the focus of attention by refreshing them—that is,
by “thinking briefly of a just-activated representation” (Camos
et al., 2009, p. 458; see also Johnson, 1992).2

Is “thinking” of a recently processed representation the
same as rehearsing it? If participants refresh to-be-
remembered items by rehearsing them, then refreshing and
rehearsal would affect performance equally. However, be-
cause it is hypothesized that participants refresh to-be-
remembered items when it is difficult to rehearse them, re-
freshing and rehearsal should affect performance differently.
Indeed, by orthogonally manipulating the nature and pace of
distraction on complex WM span tasks, Camos et al. (2009)
showed that rehearsal and refreshing had independent effects
on performance (see also Hudjetz & Oberauer, 2007). As
opposed to rehearsal, refreshing to-be-remembered items
may involve retrieving them from activated LTM (Rose &
Craik, 2012; see also Cowan, 1995). For example, Camos
et al. (2011) showed that refreshing eliminated a phonological
similarity effect that was observed under rehearsal conditions,
suggesting that refreshing involved the retrieval of more se-
mantic features, similar to LTM retrieval. Thus, it is unclear
whether “refreshing” an item is conceptually different from
covertly retrieving the item from LTM. Clarifying the distinc-
tion between rehearsal, refreshing, and covert retrieval was a
second goal of the present study.

Differential forgetting following rehearsal versus retrieval

One way to reveal the involvement of different maintenance
mechanisms in WM processing would be to examine the
consequences of using such maintenance mechanisms to sub-
sequent LTM (e.g., final free recall of the items; McCabe,
2008; Rose et al., 2010). Rehearsal of articulatory/
phonological codes can support WM recall, but such shallow
codes are typically suboptimal for retrieval on LTM tests
(Craik & Tulving, 1975). Consider some classic examples
that demonstrated the ineffectiveness of rehearsal for promot-
ing long-term retention. Craik and Watkins (1973) had partic-
ipants maintain one word for initial recall, varied the amount
of time that participants spent rehearsing the word, and then
examined the impact on final free recall. They found no
relation between the amount of time spent rehearsing the word
and final free recall. Jacoby and Bartz (1972) had participants

initially recall lists of words after either 15 s of rehearsal or
15 s of a rehearsal-preventing task, and then compared final
free recall of the words. Final free recall was best when initial
recall was preceded by 15 s of distraction; 15 s of rehearsal
contributed little to final recall.

Although it was initially suggested that “control processes
such as ‘rehearsal’ are essential to the transfer of information
from the short-term store to the long-term one” (Atkinson &
Shiffrin, 1971, p. 82), rote rehearsal is widely considered to be
suboptimal for long-term retention (e.g., Craik & Watkins,
1973; Jacoby & Bartz, 1972; for a review, see Delaney,
Verkoeijen & Spirgel, 2010). In contrast, recall following a
distracting task involves retrieving the item from LTM—a
process that consists of a more reconstructive or elaborative
form of recall (Craik & Jacoby, 1975). The advantage to
subsequent LTM that retrieval following distraction has over
rehearsal is analogous to the advantage of retrieval practice or
testing over restudying (i.e., the testing effect) (for reviews,
see Delaney et al., 2010; Roediger & Butler, 2011).

A leading account of the testing effect is the elaborative-
retrieval account. According to this account, effortful retrieval
from LTM involves deeper, more elaborative retrieval opera-
tions that activate related concepts and generate effective
retrieval cues or “routes” to a target memory item on later
retrieval attempts (Carpenter, 2009; Delaney et al., 2010; Pyc
& Rawson, 2010; Roediger & Butler, 2011). In contrast,
similar to restudying, rehearsing and reporting an item directly
from the focus of attention does not generate cues, because the
item is directly available (McCabe, 2008; Rose et al., 2010).
Therefore, if “refreshing” is similar to rehearsal, it should
affect subsequent LTM in a way similar to rehearsal. In
contrast, if the two maintenance mechanisms differ, as is
hypothesized (Camos et al., 2009; Camos et al., 2011), they
should affect subsequent LTM differently. To test this hypoth-
esis, we compared subsequent memory for items that had
initially been recalled on a WM task in conditions that varied
in the amount of rehearsal or refreshing opportunities on a
final free recall (LTM) test administered 10 min after comple-
tion of the WM task.

The present study

For the present study, we employed a novel design that tested
what might be considered a boundary condition for the dis-
tinction between WM and LTM. We administered a WM task
that required recalling just one word after a 10-s delay on each
trial. Moreover, the word was a short, high-frequency, con-
crete noun, so one might expect that the word could be easily
recalled on each trial in this task. After participants had
encoded the word in a deep or shallow manner on each trial,
they either rehearsed the word or performed an easy math
task—in which it was possible to retrieve/refresh the to-be-
remembered word between math operations—or a hard math

2 Note that some models assume no role for active maintenance mecha-
nisms to prevent forgetting (e.g., G. D. A. Brown, Preece&Hulme, 2000;
Lewandowsky & Oberauer, 2009). For now, we remain agnostic as to
whether the source of forgetting is interference (Nairne, 1990; Saito &
Miyake, 2004) or decay (Barrouillet et al., 2004; Towse, Hitch & Hutton,
2000), and focus instead on testing models that hypothesize roles of
rehearsal, refreshing, and retrieval in supporting WM.

Mem Cogn



task—in which it was difficult to retrieve/refresh the to-be-
remembered word before attempting to recall the word (see
Fig. 1 for details).

If one WM task (e.g., the hard math condition) were more
disruptive to active maintenance processes, thereby placing
greater demands on LTM search and retrieval processes, than
another WM task (e.g., the easy math condition), the former
condition should demonstrate a larger benefit of deep
encoding over shallow encoding than would the latter condi-
tion. Surprisingly little research has examined LOP effects
using this type of approach; however, some research on the
Brown–Peterson task (J. Brown, 1958; Peterson & Peterson,
1959) has provided a basis on which to make some predic-
tions. Elmes and Bjork (1975) instructed participants to en-
code five words by either semantically associating the words
or rehearsing the words, and then to count back by 3 s from a
number for 0, 4, 12, or 18 s before attempting to recall the
words. Deep encoding had no benefit to recall for the 0-s
delay, a small benefit for the 4-s delay, and a large benefit
for the 12- and 18-s delays. Marsh, Sebrechts, Hicks and
Landau (1997) instructed participants to read or make
semantic or acoustic judgments on three words and then
to count back by 3 s from a number for 0, 2, or 4 s.
Participants were led to believe that they would not have
to recall the words; however, surprise recall tests re-
vealed a benefit of semantic over acoustic encoding.
These experiments demonstrated that disrupting active
maintenance processes by having participants do mental
arithmetic and either increasing the delay or reducing test
expectancy produced a larger benefit of a deep LOP at
encoding to WM recall.

In the present study, we varied the extent to which mainte-
nance of one to-be-remembered word was possible by manip-
ulating delay activity, while keeping delay and test expectancy
constant. Initial recall after a rehearsal-filled delay should
involve reporting the word directly from the focus of attention,
and should therefore be rapid, accurate, and unaffected by the
LOP at encoding. For the math-filled delay conditions, tech-
nically only two “items” needed to be maintained on each
trial—the to-be-remembered word and the current arithmetic
sum. Therefore, in the strictest sense, models that assume that
up to four items may be maintained in the focus of attention
(e.g., Cowan, 2001; Unsworth & Engle, 2007) should predict
that recalling the word following a math-filled delay in this
task should also involve reporting it directly from the focus of
attention, and should therefore be rapid, accurate, and unaf-
fected by the LOP at encoding. In contrast, according to
McElree (2006), recall in both easy and hard math conditions
should involve retrieval from LTM, and therefore both condi-
tions should benefit equally from a deeper LOP at encoding.
If, however, participants were able to covertly retrieve the item
to refresh its activation during easy-math delays more so than
during the hard-math delays, then recall should involve re-
trieving a refreshed representation of the item (perhaps from
the “broad focus of attention”; Oberauer & Hein, 2012), and
may therefore show a negligible LOP effect in the easy
relative to the hard math condition. That is, if refreshing is
used to restore the item’s accessibility, a deeper LOP at
encoding should have minimal effect on recall in the easy
math condition, similar to what was observed in prior studies
(Loaiza & Camos, 2013; Mazuryk & Lockhart, 1974; Rose,
2013; Rose & Craik, 2012, Exp. 1; Rose et al., 2010).
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Fig. 1 Procedure of the working memory task. On each trial, participants
made a shallow (“Does the word contain an ‘e’?”) or deep (“Is the word
something living?”) level-of-processing judgment on a single word and

tried to recall the word after a 10-s delay. During the delay, participants
either rehearsed the word or performed an easy or a hard math task. Note
that the to-be-remembered words were counterbalanced across conditions
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In contrast to recall on the WM task, final free recall of the
words from the initial WM task after a delay of 10 min is a
purer test of recall from LTM, and all models would predict a
benefit of deeper LOP at encoding. The amount of forgetting
of words initially recalled following a rehearsal-, easy-math-,
or hard-math-filled delay can shed additional light on the
nature of recall from WM. If initial recall for all conditions
involved reporting the item from the focus of attention, the
amounts of forgetting should be similar across the conditions.
If, however, initial recall following easy or hard math neces-
sitates retrieval from LTM, this should provide a benefit to
subsequent memory relative to final recall of items initially
recalled following rehearsal. Moreover, if refreshing is con-
ceptually similar to rehearsal, then final recall should be
similar for items from the easy math condition and the re-
hearsal condition.

To clarify, our hypotheses and predictions were as
follows: In the rehearsal condition, we hypothesized that
participants would maintain items via articulatory re-
hearsal and, thus, that initial recall would involve
reporting the item directly from the focus of attention.
As a result, initial recall should be rapid and accurate,
with no effect of LOP; final free recall should be rela-
tively poor, because reporting an item from focal atten-
tion does not involve elaborative retrieval from LTM. In
the easy math condition, we hypothesized that doing
math would disrupt articulatory rehearsal, but that most
participants would be able to maintain the to-be-
remembered item by refreshing the item between (at least
the first few) computations during the delay. Thus, initial
recall would involve reporting a refreshed representation
on most trials, and so should be less dependent on
having encoded deeper cues for retrieval. Therefore, ini-
tial recall should show a reduced LOP effect relative to
the hard math condition. Nonetheless, because recall
following easy math would involve more effortful search
and retrieval (i.e., a more elaborative form of retrieval)
than the rehearsal condition, final free recall should be
better for items from the easy math than from the re-
hearsal condition. In the hard math condition, we hy-
pothesized that doing math would disrupt both articula-
tory rehearsal and the ability to refresh the to-be-
remembered item. Thus, initial recall would involve elab-
orative retrieval from LTM, and so a large benefit of
deeper LOP at encoding should appear, and final free
recall should be better for items from the hard math than
from the rehearsal condition. To summarize, Table 1
depicts the hypothesized active maintenance processes
involved during the delay and the hypothesized retrieval
processes involved during recall in the three delay con-
ditions, as well as their effects on both the LOP effect on
the initial WM test and overall performance on the final
free recall test.

Method

Participants

A group of 47 University of Toronto undergraduate students
participated in the experiment. The participants were fluent
English speakers.3

Design and procedure

The design was a 2 (LOP: deep, shallow)×3 (delay condition:
rehearse, easy math, hard math)×2 (test: WM, LTM) within-
subjects design. See Fig. 1 for details of the WM task proce-
dure. The LOP task at encoding required indicating whether
the to-be-remembered word represented something living
(deep) or contained an “e” (shallow) by pressing the left
(“no”) or right (“yes”) mouse button. Half of the words
represented something living, and half of the words contained
an “e”; the words were counterbalanced across conditions.
Trials for the different conditions were mixed randomly, with
equal numbers per block. The words were relatively short
(mean length=5.9 letters), high-frequency (mean log-HAL
frequency=8.52), concrete English nouns. The math task
involved adding a series of five (easy math condition) or seven
(hard math condition) numbers presented individually at a rate
of 2,000 (easy math condition) or 1,430 ms/number (hard
math condition). The first number for hard-math delays was
a number randomly selected between 100 and 200; the other
numbers for hard-math delays, and all numbers for the easy-
math delays, consisted of numbers randomly selected between
9 and –9 (excluding those from 3 to –3). Pilot testing indicated
that adding or subtracting 0, 1, 2, or 3 from the current sum
was considerably less distracting than adding or subtracting 4,
5, 6, 7, 8, or 9. To ensure equal amounts of distraction on each
computation, the numbers between 3 and –3 were therefore
excluded. After the numbers were presented, either the correct

Table 1 Hypothesized active maintenance process involved during the
delay and retrieval process during recall, and their effects on the level-of-
processing (LOP) effects on working memory and final free recall (FFR)
for the three experimental conditions

Process Involved During Effect On

Condition Delay Recall LOP FFR

Rehearsal rehearsal report from focal attention – –

Easy math refreshing elaborative retrieval – +

Hard math neither elaborative retrieval + +

Negative and positive signs indicate the direction of the predicted effects.

3 Of the 47 participants, one participant was excluded from the analysis
because of LOP decision accuracy below 70 %, and five were excluded
because of overall math accuracy below 60 %.
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sum or ±1 the correct sum was presented; participants were to
indicate whether or not the sum was correct by pressing the
right or the left mouse button, respectively. On rehearsal trials,
participants were told to “repeat the word over and over in
your head during the delay.” At the end of rehearsal-filled
delays, participants were asked to press either the right or the
left mouse button at random. Following the delay, they were
given 5 s to recall the word by saying it aloud. An experi-
menter recorded accuracy and reaction times via a buttonpress
time-locked to response termination.

Participants performed five blocks of WM recall trials, with
24 trials per block, thereby providing four observations for each
of the six (LOP×delay) conditions per block. Feedback was
provided on the LOP decision and math accuracies between
blocks. Participants were explicitly told not to sacrifice perfor-
mance on the math task so that they could recall the word—that
is, both tasks were equally important. After performing all 120
WM trials, participants performed a distractor task (Tetris) for
10min. Then participants were administered a surprise final free
recall (LTM) test, in which they were asked to recall as many
words from the experiment as possible and write them down on
a sheet of paper over 5 min. At the end of the experiment,
participants were administered a questionnaire about their use
of maintenance strategies during theWM task (e.g., “Could you
think of the word during the easy or the hard math task?”).

Results

We first verified that the LOP decisions at encoding did not
differ between the deep and shallow conditions in terms of
accuracy (93 % vs. 92%), t(40)=1.12, p=.27, or reaction time
(891 vs. 883 ms), t(40)=0.82, p=.42. In a further manipula-
tion check, we confirmed that math performance was indeed
faster and more accurate on the easy math than on the hard
math task [reaction time: 1,002 vs. 1,205 ms, t(40)=–12.4,
p<.001; accuracy: 90 % vs. 63 %, t(40)=15.9, p<.001].

WM performance

First, performance on the initial WM task was considered. As
predicted, recall on the WM task was better following a
rehearsal-filled delay than following a math-filled delay, and
deep processing at encoding benefited WM recall most in the
hard-math delay condition (see Fig. 2A). These data were
analyzed with a 2 (LOP: deep, shallow)×3 (delay condition:
rehearse, easy math, hard math) repeated measures analysis of
variance (ANOVA). We found a significant LOP×Delay
Condition interaction, F(2, 80)=9.25, p<.001, ηp

2=.188.
The LOP effect (i.e., the difference between deep and shallow
processing) was not significant for the rehearsal-filled delay
condition (0 %), t(40)=0.70, p=.49; was small for the easy-
math delay condition (4 %), t(40)=2.81, p<.01, d=0.89; and

was comparatively large for the hard-math delay condition
(9 %), t(40)=5.03, p<.001, d=1.59. To see whether the LOP
effect was larger for the hard-math than the easy-math delay
condition, a separate 2 (deep, shallow)×2 (easy math, hard
math) repeated measures ANOVAwas conducted. The inter-
action was significant, F(1, 40)=4.4, p=.04, ηp

2= .10,
confirming that the LOP effect was larger for the hard-math
delay condition than for the easy-math delay condition.

The average recall response times were submitted to the
same 2 (LOP)×3 (delay condition) ANOVA. Recall response
times differed across the three delay conditions, F(2, 80)=
43.91, p<.001, because recall was faster following a
rehearsal-filled delay (1,364 ms) than following an easy-
math delay (1,588 ms), t(40)=3.28, p=.002, which in turn
was faster than recall following a hard-math delay (1,957 ms),
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Fig. 2 (A) Mean proportions of words recalled on the initial (WM) task
for deep versus shallow processing at encoding, following a rehearsal-,
easy-math-, or hard-math-filled delay. (B) Mean proportions of words
recalled on the initial (WM) task from the different conditions that were
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Tetris for 10 min. Error bars are ±1 SEM
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t(40)=4.45, p<.001. LOP at encoding did not affect recall
response times and did not interact with delay condition, Fs<1.

Taken together, the initial recall accuracy and response time
data suggest that recalling the to-be-remembered word follow-
ing hardmath involved slower, cue-driven search and retrieval
from LTM, whereas recalling the word following a rehearsal-
filled delay involved reporting it directly from focal attention
(or readout from primary memory; Unsworth & Engle, 2007).
Next, we considered the consequences of the differences in
the nature of initial recall between the three conditions of the
WM task for subsequent final free recall of the items on the
LTM test.

LTM performance

We analyzed the proportions of words recalled on the final free
recall test, conditionalized on initial recall in order to control for
baseline differences in the levels of initial recall across condi-
tions. Nonetheless, the patterns of results were similar for the
nonconditionalized data (see the supplemental materials).

In contrast to performance on the initial WM task, subse-
quent final free recall on the LTM test was worst for items
initially recalled following a rehearsal-filled delay, and was
best for deeply processed items, regardless of the initial delay
condition (see Fig. 2B). The data were analyzed with a 2
(LOP: deep, shallow)×3 (delay condition: rehearse, easy
math, hardmath) repeatedmeasures ANOVA. Themain effect
of LOP was significant, because there was an overall benefit
to LTM recall of deep (23.2 %) over shallow (16.9 %)
encoding, F(1, 40)=47.66, p<.001, ηp

2=.544. The main ef-
fect of delay condition was also significant, F(2, 80)=6.44,
p=.003, ηp

2=.139, because LTM recall was better for words
initially recalled on the WM task in both the easy-math
(22.2 %) and hard-math (21.5 %) delay conditions than for
those in the rehearsal-filled delay condition (16.5 %), ts(40)>
2.57, ps≤.014. This finding suggests that initially recalling
information after either an easy or hard math task had a
beneficial impact on LTM for that information, relative to
immediately recalling information being rehearsed in focal
attention. That is, LTM recall was significantly better for
words from the easy math condition than for those from the
rehearsal condition, which suggests that refreshing and re-
hearsal did not have similar consequences for subsequent
LTM. The interaction between LOP and delay condition was
not significant, F<1.

Before discussing theoretical interpretations of these find-
ings, it is important to address a potential criticism, which
concerns whether recall differed for trials on which math per-
formance was incorrect. Such a result might suggest that par-
ticipants sacrificed math performance in order to rehearse the
word and support recall. However, recall was not different on
correct and incorrect math trials. The mean numbers of trials
and mean (SD) proportions of items recalled on the initial recall

and final free recall tests on trials in which the math task was
correct or incorrect are presented in the supplemental materials.

Discussion

LOP effects on WM depend on the amount of disruption
to active maintenance

The results of the present experiment showed that recalling
one word on a WM task can benefit from deeper LOP at
encoding, which is one piece of evidence that suggests that
recall involved retrieving the word from LTM. Yet, the
amount of benefit (i.e., the extent to which LTMwas involved
in WM) depended on the amount of disruption to active
maintenance processes. When the to-be-remembered word
could be rehearsed in mind, accessing it was rapid, and accu-
racy was nearly perfect. The differences between the rehearsal
condition and the math conditions in the speed and accuracy
of initial recall on the WM test, and the rate of forgetting on
the LTM test, all suggest that in the rehearsal condition of the
WM test the word was reported directly from the focus of
attention, and accessing it did not involve retrieval processes
per se. In contrast, performing a hard math task during the
delay disrupted active maintenance processes, so WM recall
was slower and error-prone, and there was a large LOP effect
which suggests that recall involved cue-dependent search and
retrieval from LTM.

Performing an easy math task during the delay also
disrupted rehearsal, but participants were likely able to covert-
ly retrieve the word between math operations in order to
refresh the word’s accessibility. To further test the idea that
attentional refreshing/covert retrieval supported WM mainte-
nance during the easy math condition more than during the
hard math condition, we considered participants’ reported
strategies on the postexperiment questionnaire. Participants
were asked whether they were able to “think of the word”
during the math-filled delays on the initial WM task.4 In total,
59 % of the participants responded “yes” and 41 % responded
“no,”which was interpreted to indicate whether the participant
did or did not attempt to use a covert-retrieval/refreshing
maintenance strategy on either the easy math or hard math
trials.

We reanalyzed the WM recall data to see whether perfor-
mance differed between those who did report thinking of the
word during the math-filled delays and those who did not. The
interaction between reported maintenance strategy (covert-
retrieval/refreshing, no covert-retrieval/refreshing) and delay
condition (easy, hard) was significant, F(1, 20)=5.56, p=03.
WM recall in the easy math condition was higher for those

4 The reported strategies were recorded for only 22 of the 41 participants,
due to experimenter error.
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who reported covert-retrieval/refreshing (90.4 %) than for
those who did not (79.7 %), t(20)=2.80, p<.05, and WM
recall in the hard math condition did not differ between these
groups (82 % and 80 %, respectively), t(20)=0.41, p=.69.
Notably, WM recall was not better for the easy than for the
hard math condition for those who did not report refreshing
(79.7 % vs. 80 %), t(8)=0.18, p=.87, but it was significantly
better for those who did (90.4 % vs. 82 %), t(12)=3.73,
p<.01. This pattern supports our hypothesis that most partic-
ipants were able to covertly retrieve/refresh the to-be-
remembered word during a math-filled delay and that doing
so supported WM recall, particularly for the easy math
condition.

Because the strategy questionnaire did not distinguish be-
tween easy-math and hard-math trials and because of the
reduced sample size, interpretation of this result should be
treated with caution. It is nonetheless reassuring that this result
is compatible with the main finding of the experiment that, as
compared to the hard math condition, WM recall following
easy math was faster and more accurate, and the LOP effect
was substantially smaller. Future studies should consider a
more direct probe for use of a refreshing maintenance strategy
on a trial-by-trial basis.

Taken together, these findings are consistent with the hy-
pothesis proposed by Rose and Craik (2012) that the extent to
which deeper LOP benefits performance on WM tasks—that
is, the amount of LTM involvement on WM performance—
depends on the amount of disruption to active maintenance
processes. Addressing this hypothesis was a primary goal of
the present study.

Two maintenance mechanisms: Rehearsal and retrieval

Another goal of the present study was to examine the exis-
tence of a putative attentional maintenance mechanism—“re-
freshing.” The reason that the LOP effect was larger for the
hard than for the easy math condition was likely because
performing the hard math task generally required more WM
resources. The hard math task involved larger numbers and
more computations than did the easy math task. Therefore,
during the delay, more information had to be maintained, and
the arithmetic computations had to be conducted more quickly
in the hard than in the easy math condition. These features
likely resulted in the hard math task requiring more WM
resources than did the easy math task. What might these
“resources” be? We propose that the capacity-limited focus
of attention is necessary to engage in attentional refreshing/
covert retrieval (Camos et al., 2011; Johnson, 1992), and the
reason that recall following hard math involved more retrieval
from LTMwas that the hardmath taskmore fully occupied the
focus of attention than did the easy math task, so that less of
this resource was available for attentional refreshing/covert
retrieval.

The pattern of subsequent memory on the final free recall
(LTM) test also argues for the existence of two maintenance
mechanisms that were involved in the initial WM task. If the
nature of processing on the initial WM task was similar
following rehearsal and math-filled delays, then similar rates
of forgetting would be expected. However, LTM recall was
better for items that were initially recalled after a math-filled
delay than after a rehearsal-filled delay. This “subsequent
memory effect” replicates observations comparing the final
free recall or recognition of items from simple versus complex
span tasks (McCabe, 2008; Rose, 2013) and subspan versus
supraspan lists (Rose et al., 2010), and extends it to trials with
single words as the memoranda and with LOP decision times
and retention intervals equated for all conditions. Thus,
recalling a word just rehearsed impacts subsequent memory
differently than recalling a word recently refreshed.

The different rates of forgetting reflect the consequences of
rehearsing an item in the focus of attention to maintain it in
WM, relative to retrieving it from LTM (e.g., Craik &
Watkins, 1973; Jacoby & Bartz, 1972). Relative to retrieval
from LTM, rehearsing and reporting an item directly from the
focus of attention provides less benefit to subsequent memory
(a phenomenon also illustrated by the negative recency effect;
Craik, 1970). That is, the act of retrieval from LTM benefits
subsequent LTM more than does reporting a recently re-
hearsed item (a phenomenon analogous to the retrieval
practice or testing effect; Roediger & Butler, 2011), because
effortful retrieval from LTM involves deeper, more elabora-
tive retrieval operations, which generate more effective cues
for later retrieval than does rehearsing and reporting items
from the focus of attention (Carpenter, 2009; Craik &
Jacoby, 1975; Delaney et al., 2010). For example, Whitten
and Bjork (1977) noted that “the effect of a test on subsequent
memory may depend on the level-of-processing or quality of
information used during the test” (p. 473). That final recall
was better for items from the easy math condition than for
those from the rehearsal condition is consistent with the notion
that recall of a recently refreshed item is a deeper, more
elaborative form of retrieval than is recalling an item recently
rehearsed.

To further test the hypothesis that effortful retrieval follow-
ing a math task might involve elaborative processing that
would generate effective retrieval cues for recall on a subse-
quent LTM test, we conducted follow-up analyses. Follow-up
t tests were conducted to see whether deep encoding “rescued”
the final recall of items that were initially recalled after a
rehearsal-filled delay (i.e., shallow retrieval) and, analogously,
whether initial recall following a math-filled delay (i.e., deep
retrieval) “rescued” shallowly encoded items. Indeed, final
recall of deeply encoded items was not significantly worse
for items initially recalled following a rehearsal-filled delay
than following either an easy- or a hard-math delay, ts<1.84,
ps≥ .073, and final recall of shallowly encoded items was
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significantly better when they were initially recalled after
either an easy- or a hard-math delay than after a rehearsal-
filled delay, ts>2.87, ps≤.0065 (see Fig. 2). Put another way,
the combination of shallow processing at encoding and shal-
low processing at retrieval (i.e., reporting a shallowly encoded
word from focal attention following rehearsal) resulted in the
worst final recall of all of the conditions. This pattern is
particularly striking when considered alongside the initial
recall results, in which shallow processing at encoding and
shallow processing at retrieval produced near-perfect WM.

Notably, the amount of benefit to subsequent memory relative
to the rehearsal condition was similar for the easy and hard
math conditions. If refreshing processes are the same as re-
hearsal processes, then final free recall of words from the easy
math condition should have been similar to final free recall of
words from the rehearsal condition, but it was not. That final
free recall of words from the easy math condition was similar
to final free recall of words from the hard math condition
suggests that retrieval of recently refreshed items has the same
consequences for subsequent memory as retrieval from LTM.
Therefore, elaborative retrieval appears to have been involved
in both the easy and hard math conditions, suggesting that the
concept of refreshing may be closer to the concept of retrieval
from LTM than to the concept of rehearsal in the focus of
attention. Indeed, Barrouillet, Bernardin and Camos (2004)
initially hypothesized, “as soon as attention is switched away
from the memory traces of the items to be recalled, their
activation suffers from a time-related decay. Refreshing these
decaying memory traces requires their retrieval from memory . .
.” (p. 84, italics added; see also Cowan, 1992). The present
results provide some of the first evidence to support the notion
that refreshing to-be-remembered representations involves
their covert retrieval from (long-term) memory.

However, it is important to note a number of limitations
with the present study. For example, if easy math involved
more refreshing opportunities than did hard math, and if
refreshing is indeed conceptually similar to retrieval from
LTM, then why was final free recall not better for easy than
for hard math? A limitation of the present design is that it is
difficult to know exactly when participants refreshed the to-
be-remembered words. Future studies would do well to have
participants overtly rehearse items or to collect strategy reports
on every trial in order to gauge whether items were refreshed
during a delay and precisely when they were refreshed. That
said, it is likely that requiring overt rehearsal or strategy
reports could induce interference or the use of strategies that
could affect performance in other ways. Another limitation of
the present design is that we only included one final free recall
test, after participants had processed all 120 words. As a result,
overall recall performance was rather poor. It is possible that
the test simply was not sensitive enough to detect a difference
between final free recall of items from the easy and hard math
conditions. Future research should include a more sensitive

test, such as free recall after each block of trials, for example.
Another possibility is that the benefit of retrieval from LTM at
recall dominated any effect that a difference between refresh-
ing during easy math versus hard math could have conferred
to long-term retention. Future research should compare sub-
sequent memory of items as a function of refreshing by
comparing, for example, subsequent memory on “catch” trials
on which initial recall was not required, so that the effects of
refreshing on long-term retention could be separated from the
effects of actually recalling items.

Implications for the theoretical distinction between WM
and LTM

The results of the present study provide important data from
something of a boundary condition for the distinction between
WM and LTM. The WM task in this study technically only
required maintaining at most two items on each trial—the to-
be-remembered word and the current arithmetic sum for math-
filled delays. Nevertheless, recalling a word after 10 s of hard
math demonstrated slower, error-prone recall that benefited
from deeper processing at encoding and subsequently en-
hanced long-term retention, all of which suggests that
recalling the item involved search and retrieval from LTM.
Although the results cannot definitively clarify the role of LTM
in performance on WM tasks and distinguish between contem-
porary models of WM, the results do present a challenge to
models that assume a strict capacity limitation of up to four items
that can be maintained in and reported directly from the focus of
attention (e.g., Cowan, 2001; Unsworth & Engle, 2007).

It has been suggested that in some situations the focus of
attention may “shrink” down to only one item and, depending
on the kind of incoming information, the item can be
displaced from the focus of attention (Cowan, 2005;
Unsworth & Engle, 2008). Indeed, Atkinson and Shiffrin
(1968) acknowledged that the distractor task in the Brown–
Peterson paradigm prevents attention from being paid to the
current item, which, they hypothesized, results in the item
being lost from the short-term store, and therefore, recalling
it would require retrieving it from the long-term store. More
recent instantiations of Atkinson and Shiffrin’s “buffer”model
maintain this account of performance on the Brown–Peterson
task (Davelaar & Usher, 2002; Davelaar et al., 2005).
Moreover, although most computational modeling with ver-
sions of Atkinson and Shiffrin’s buffer model has simulated
data with a fixed buffer capacity of four items, updated ver-
sions include a flexible buffer whose size can change as a
function of task demands (Lehman & Malmberg, 2013;
Raaijmakers, 1993). For example, to simulate the effect of
distraction, Lehman and Malmberg reduced their buffer ca-
pacity parameter to two items. According to this more-flexible
view, it is possible that shifting attention to performing either
an easy or a hard math task and adding or subtracting each
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digit to the current sum could have caused the focus of
attention to shrink to less than two items (even though it would
not be advantageous to do so, because it would make recall
harder).

However, if the capacity limit can flexibly vary between one
and four items, it is difficult to see how results could definitively
rule out one class of model over another. For example, how
could one knowwhen performance on a task involved reporting
information from a zoomed-in or zoomed-out focus of attention
or involved retrieval from LTM? If the capacity can be anything
between one and four, its value is essentially a free parameter
that can be estimated from the data ad hoc, thereby rendering the
notion of a focus of attention with a capacity around four items
untestable. An aim for future research should be to specify the
mechanisms by which the focus of attention could expand or
contract with greater precision. Perhaps a more agreeable view
would be to conclude that the commonalities among contempo-
rary models of WM may supersede their subtle differences.

Testing subtle differences between these models may ben-
efit from using more than just behavioral data. For example,
one critical difference between “store” and “state” models
concerns their conceptualization of the structural architecture
of WM. An inherent property of store models is a structural
distinction between items maintained in WM and items re-
trieved from LTM. For example, in at least one computational
model of WM (e.g., Just & Carpenter, 1992), items are liter-
ally copied from their LTM representations, and these copies
or “tokens” are moved to a capacity-limited storage site (i.e.,
WM) where they are temporarily maintained. Because it is
difficult to envisage the psychological and neural processes
that are responsible for selecting, copying, and transferring
information from one site to the other, we find this proposition
psychologically unnecessary and neurologically implausible.

Neuropsychological, neuroimaging, and neurostimulation
studies may therefore be informative for distinguishing
between models of WM (for a recent review, see LaRocque,
Lewis-Peacock, & Postle, 2014). For example, we recently
showed that patient H.C., a medial-temporal-lobe amnesic, was
impaired at maintaining a single nonword or unfamiliar low-
frequency word, but was unimpaired at maintaining a familiar,
high-frequency word (Rose et al., 2012). Here we have shown
that a familiar, high-frequency, concrete noun could not
even be reliably maintained in WM by healthy young
adults under distracting conditions that were very de-
manding of attention.

Conclusion

In our view, which is similar to state models (Cowan, 2008;
Oberauer, 2009), items “in WM” are not in a separate tempo-
rary store. Rather, we prefer to view WM as attention paid to
the particular features of representations that are relevant to

the task at hand, with information in the current focus of
attention existing in a highly accessible state, ready for cog-
nitive action without the need for retrieval per se. We suggest
that WM and LTM differ in that the rehearsal of shallow,
articulatory/phonological codes is typically sufficient for re-
trieving to-be-remembered items on verbal WM tasks, but
deeper, conceptual/semantic cues are more effective for re-
trieval from LTM (Craik & Lockhart, 1972), which can occur
on WM tasks, depending on the conditions (Rose & Craik,
2012). The present results show that a WM task involving
recall of just one word after a short delay can involve retriev-
ing it from LTM, provided that the distraction during the delay
was sufficiently demanding of attention. We (among others;
e.g., Speer, Jacoby & Braver, 2003; Unsworth, 2010) prefer a
processing approach (as opposed to a structural approach) to
the distinction between WM and LTM, because the extent to
which performance on the present WM and LTM tests evoked
similar processes depended on the task conditions—namely,
the extent to which both rehearsal and covert-retrieval/refresh-
ing maintenance mechanisms were disrupted. Future work
should pursue more direct observation of this covert-
retrieval/refreshing process in action and address whether
recently retrieved representations really do exist in a distinct
state.
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