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The neural basis of spatial working memory has been studied exten-
sively with oculomotor delayed response tasks in awake behaving 
monkeys1–3. Experiments have reported persistent neural activity in 
prefrontal cortex (PFC) during the delay period after a spatial stimu-
lus and before the memory-guided saccadic response. Notably, this 
neural activity is selective to the location of the visual cues, and the 
persistent activity can be described as a function of stimulus position 
using a bell-shaped tuning curve2. These observations suggest that a 
continuous spatial representation in PFC, persisting during the delay 
period, could underlie spatial working memory. However, assump-
tions necessary to link this neuronal code with behavior have yet to 
be validated by experimental data.

Continuous, persistent population codes emerge naturally in com-
putational models of the cortical microcircuit, typically by combin-
ing local recurrent excitation and broader feedback inhibition4–8. 
Such network models can display a bell-shaped pattern of activity 
(bump) even in the absence of tuned external input, known as a bump 
attractor because the network structure causes neural activity to be 
naturally attracted toward the bump state. The bump attractor has 
been proposed to be the network substrate underlying spatial work-
ing memory because of two main features. First, the self-sustained 
attractor in the absence of tuned external input is precisely the condi-
tion required for tuned persistent activity during the stimulus-devoid 
delay period. Second, the center of the bump can be located at any 
continuously varying location across the network; thus, the bump 
location provides a substrate for encoding a continuous variable such 
as spatial location.

In the absence of direct experimental evidence for this model, it 
has been a matter of debate whether activity in PFC encodes loca-
tion in a continuous or a categorical fashion9–11, or even if working 
memory depends on a neural code based on persistent activity at 

all, or if it is better described by some slow transient dynamics12–16. 
Consistent with a continuous code, behavioral data shows a progres-
sive spatial spread of inaccurate saccadic reports as the delay period is 
extended in spatial working memory tasks2,17,18. However, the possi-
bility remains that PFC develops a discrete categorical representation 
after repeated training with a small number of visual cues and that a 
different mechanism related to elapsed time, not stimulus identity, is 
responsible for delay-dependent behavioral inaccuracies.

A unique feature of the bump attractor model for spatial working 
memory is that it predicts a particular relationship between neural 
activity and behavioral inaccuracies2,17,18. Given that the location of 
the bump of activity can vary continuously along the network, the 
bump is not constrained to remain centered at the same location in 
the absence of tuned external input during the delay period. Thus, 
the lack of sensory guidance during the delay makes the encoding 
vulnerable to random activity fluctuations. Although the shape of 
the bump is preserved by the network structure, the location of the 
center of the bump diffuses along the network8,9,19–21. This feature 
of the model has two important consequences: drifts of bump activ-
ity in PFC should be predictive of memory-dependent inaccuracies 
in the behavioral report of the remembered location, and this PFC 
neural dynamics should be reflected in a specific pattern of pairwise 
neuronal correlations6,7,20.

We tested these predictions to examine the hypothesis that the 
bump attractor model is the neural substrate in PFC for spatial work-
ing memory. We scrutinized an experimental data set that includes 
single-neuron recordings, simultaneous neuron pair recordings and 
detailed behavioral data while monkeys performed a visuo-spatial 
delayed response task3. We tested four specific predictions of the 
bump attractor model. First, tuning curves computed on the basis 
of subsets of trials with disparate saccadic end points should show 
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Prefrontal persistent activity during the delay of spatial working memory tasks is thought to maintain spatial location in memory. 
A ‘bump attractor’ computational model can account for this physiology and its relationship to behavior. However, direct 
experimental evidence linking parameters of prefrontal firing to the memory report in individual trials is lacking, and, to date, 
no demonstration exists that bump attractor dynamics underlies spatial working memory. We analyzed monkey data and found 
model-derived predictive relationships between the variability of prefrontal activity in the delay and the fine details of recalled 
spatial location, as evident in trial-to-trial imprecise oculomotor responses. Our results support a diffusing bump representation 
for spatial working memory instantiated in persistent prefrontal activity. These findings reinforce persistent activity as a basis for 
spatial working memory, provide evidence for a continuous prefrontal representation of memorized space and offer experimental 
support for bump attractor dynamics mediating cognitive tasks in the cortex.
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a bias at the end of the delay period, before the monkey makes its 
response. Second, firing rate deviations should correlate positively 
with behavioral responses toward the neuron’s preferred location, 
and this correlation should develop progressively through the delay. 
Third, neuronal variability right before saccade initiation should be 
higher for inaccurate than for accurate saccades. And finally, neuron 
pairs should be negatively correlated at the end of the delay, specifi-
cally for stimuli appearing between the two preferred locations6,7,20.  
In each case, our results supported the hypothesis that a bump  
attractor representation in the PFC maintains spatial information 
during working memory.

RESULTS
We trained two rhesus monkeys in an oculomotor spatial working 
memory task that required them to remember the spatial location of a 
brief (0.5 s) visual stimulus and execute a saccade toward the remem-
bered location after a delay period of 3 s3. By tracking eye position, 
we collected a behavioral data set consisting of the coordinates of 
the saccadic end point for each successful trial in which the saccade  
correctly reported the approximate location of the memorized cue 
(Fig. 1a and Online Methods). For each monkey, we computed the 
mean saccadic end point for each of the eight cues presented. We 
computed a behavioral measure of accuracy as the angular distance 
on the screen from each trial’s saccadic end point to the mean sac-
cadic end point for the given cue. This measure classifies trials into 
clockwise and counterclockwise trials (Fig. 1a,b).

While the monkeys performed the task, we collected single-unit 
responses from the dorsolateral PFC. A substantial fraction of neu-
rons in this area showed tuned persistent delay activity during the 
mnemonic phases of the task2,3, and we selected these neurons for 
our further analyses (n = 204; Fig. 1c). We calculated memory tuning 
curves by averaging the delay period activity of each neuron across 
trials as a function of the eight equally spaced cues and determined a 
preferred cue angle (Online Methods). By aligning tuning curves by 
their preferred cue and averaging, we formed the population tuning 
curve (Fig. 1d).

On the other hand, individual neural responses were highly hetero-
geneous22. Mean firing rates during the delay period varied broadly 
across the population (Fig. 1e). Moreover, the degree of delay tuning  

to the cue varied widely among neurons. To quantify this, we calculated  
the tuning strength T for each neural tuning curve (T = 0 for  
non-tuned responses, T = 1 indicates response to one single cue; 
Online Methods). We found T to be broadly distributed (Fig. 1e). 
Mean firing rate and tuning strength were correlated across neurons 
(tuning curves for high T and low T neurons; Fig. 1d), with no clus-
tering suggesting separate functional populations (Fig. 1e). Some 
neurons showed dynamics in their delay firing rate (Fig. 1f), with 
30 of 204 (39 of 204) cells having significantly higher (lower) activity 
for preferred cues in the last compared with the first second of the 
delay (Wilcoxon test, P < 0.05). However, a majority of neurons (135 
of 204) did not show a significant activity change, which was also the 
result for the population (Wilcoxon test, P > 0.5; Fig. 1f). Fano factors 
decreased slightly from the first to the last half of the delay period, 
from 1.29 ± 0.02 to 1.24 ± 0.03 (Wilcoxon test, z = 3.6, P < 0.001, 
n = 196). However, the tuning of individual neurons was markedly 
consistent through the delay period: preferred cue angles and tun-
ing strength T did not change significantly between the first and last 
seconds of the delay (preferred angle: Harrison-Kanji test, χ2 = 0.38, 
P = 0.8; tuning T: Wilcoxon test, z = –0.83, P = 0.4, n = 204; Fig. 1g). 
The steadiness of the coding properties through the delay suggests 
that PFC activity can be described by a bump code, which could be 
responsible for behavioral performance during the task.

With this data, we tested the bump attractor hypothesis, the idea 
that trial-averaged memory tuning curves reflect a hill of popula-
tion activity of invariant shape (bump attractor) that encodes during 
the delay period the information that will determine the upcoming 
saccade (Fig. 2a). The center of mass of the bump attractor can be 
at any position along a continuum and encodes a continuous rep-
resentation of the visual cue’s position. Random fluctuations in 
bump attractor position6–8,21 lead to deviations in the read-out at 
the end of the delay, which result in inaccurate behavioral responses  
(Fig. 2b,c). This mechanism produces specific predictions regarding the  
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Figure 1  Behavioral and neural fingerprints of spatial working memory. 
(a) Saccade endpoints reporting cue location after a 3-s delay (fixation 
on black cross) for one monkey. White crosses indicate mean saccade 
locations for each of eight cues. Color indicates angular deviation from 
mean responses. CCW, counterclockwise; CW, clockwise. (b) Angular 
deviations pooled over cues and monkeys. Triangles indicate ± median 
absolute deviation. (c) PFC neurons represented cue location in selective 
sustained delay activity. Population activity (100-ms sliding window,  
n = 204) for preferred (solid) and non-preferred cues (dashed). Cue (C) 
and response (R) periods are marked in gray. (d) Population delay tuning 
curve for all neurons (thick line, n = 204) and for n = 102 neurons 
stronger (thin line) and weaker tuning (dashed line). (e) Distribution of 
mean delay firing rates (upper histogram, mean = 9 Hz, s.d. = 9.2 Hz),  
of tuning strength T (right histogram, mean = 0.21, s.d. = 0.15) and their 
correlation (central plot, P < 0.0001, n = 204). (f) Distribution of a rate 
modulation index (Online Methods) did not deviate significantly from a 
Gaussian (Lilliefors test, P = 0.27, n = 204) with zero mean (t test,  
t = 0.23, P = 0.82, n = 204). Negative (positive) values correspond 
to a firing rate decrease (increase) during the delay. Filled bars mark 
neurons with significant changes (Wilcoxon test, P < 0.05). (g) Distribution 
of modulation indexes for preferred location (top) and tuning strength T 
(bottom). Filled bars indicate neurons with significant changes (permutation 
test, P < 0.05). Gray shading shows bootstrap-estimated s.e.m.
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trial-to-trial relationship between variability in neural activity and 
variability in behavioral responses that we tested in the data.

Tuning-curve bias in the delay predicts behavioral biases
According to our hypothesis, population activity displacements at the 
end of the delay underlie behavioral response deviations. These dis-
placements of population activity should be reflected in a systematic 
bias of delay tuning curves derived from the sets of trials that led to 
clockwise and counterclockwise deviations (Supplementary Fig. 1).  
For each neuron, we separated clockwise and counterclockwise  
trials for each cue condition (Fig. 3a) and computed the correspond-
ing clockwise and counterclockwise tuning curves (Fig. 3b) as the 
corresponding trial-averaged firing rate versus the eight angles of 
the cue location. The tuning bias was defined as the signed angular 
distance from the counterclockwise to the clockwise tuning curve 
centers (Online Methods). With this definition, our hypothesis pre-
dicts that the tuning bias should become positive during the delay 
(Supplementary Fig. 1). We computed tuning biases for all neurons 
in different time windows along the trial and combined them to obtain 
the time evolution of the population tuning bias. Consistent with 
the bump attractor hypothesis, the population tuning bias became 
significantly positive at the end of the delay (tuning bias = 4.4 ± 2.9°  
in the last second of delay, one-sided permutation test, P = 0.024,  
n = 204), right before the behavioral response (Fig. 3c). To test for  
a possible motor origin of this signal, we repeated the analysis,  
excluding neurons with increasing rates in the delay period (posi-
tive modulation index; Fig. 1f), which have been shown to represent  
saccade preparation23. We still found significantly positive tuning 

bias in the last second of the delay (tuning bias = 9.9 ± 6.6°, one-sided 
permutation test, P = 0.014, n = 101), thereby excluding a driving 
role for saccade preparation neurons in generating the tuning bias 
during the delay.

In addition, we found a quantitative agreement between the mean 
tuning bias computed from our 204 neurons and the mean behavioral 
deviation computed as the difference between the average saccade end 
points of the corresponding counterclockwise and clockwise trials (mean 
tuning bias = 4.4 ± 2.9°, mean behavioral deviation = 7 ± 0.2°, Welch’s test, 
t = 0.9, P = 0.36, n = 201). This order-of-magnitude match indicates that 
the bump attractor hypothesis in PFC can account for the magnitude of 
behavioral inaccuracies that we observed experimentally.

Correlation between delay activity and behavioral deviations
Thus, average tuning was related to dichotomized behavior  
(clockwise-counterclockwise; Fig. 3). In addition, the bump attractor 
model predicts that firing rates should correlate on a trial-by-trial 
basis with parametric deviations in behavioral response. In particular, 
a neuron increases its activity as the activity bump moves closer to 
its preferred location. As a result, trials for which a given neuron had 
stronger delay responses should result in behavioral deviations toward 
that neuron’s preferred location. Thus, we would expect a positive 
correlation between firing rate and behavior attraction to the neuron’s 
preferred location. This effect should be especially strong for neurons 
with strong tuning and for cues at the tuning curve flanks (that is, cues 
1–2 positions from preferred), where responses are most sensitive to 
small variations in bump location (Fig. 4). 

Neuron label

Tim
e in delay

–180°
–90°

0°
90°

180°

T
im

e 
in

 d
el

ay

Neuron label

R
at

e 
(a

.u
.)

–180° –90° 0° 90° 180°
0

10

20

R
ate (a.u.)

0

5

10

15

20

Neuron label
–180° –90° 0° 90° 180°

Encoded

Decoded

CW trial CCW trial

a

b c

Figure 2  Bump attractor dynamics during the delay can explain behavioral 
inaccuracies. (a) Spatio-temporal representation of network activity during 
the delay period in an individual trial. Gray levels and z axis elevations 
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For each neuron, we selected the trials with stimuli in its tuning 
curve flanks (Fig. 4a) and matched the neuron’s responses with the 
corresponding behavioral deviation (Fig. 1b). Defining behavioral 
deviations to be positive (negative) for saccades closer to (further 
from) the neuron’s preferred location (Fig. 4a), we calculated the  
correlation coefficient between response deviation and behavioral 
deviation for each cell (Fig. 4b). We found that the population average 
of these correlations became positive during the delay period (Fig. 4c),  
especially for neurons with stronger tuning T (Fig. 4d). This effect 
persisted when removing neurons with ramping-up delay activity 
from the analysis (correlation in last second of delay = 0.029 ± 0.016,  

P = 0.041, n = 101, one-sided permutation test), thereby excluding 
saccade preparation as the cause of this signal.

This positive correlation accrued with time into delay (Fig. 4c), 
suggesting that behavioral deviations result from accumulated  
errors in prefrontal activity during the delay, as in our hypothesis 
(Fig. 2). We confirmed this by looking separately at cues at different 
distances from the preferred location (Fig. 5). If the bump were to 
diffuse during the delay (Fig. 2), the correlation between firing rate 
and behavior should appear earlier in trials in which the cue was 
presented closer to the cell’s preferred location. This occurs because 
it takes more time for the bump to diffuse and modulate neurons 
with preferred locations more distant from the cue. Indeed, periods 
of significant correlation between neuronal and behavioral variability 
appeared later in the delay as we took flank cues more distant from 
preferred location (Fig. 5).

The trial-to-trial relationship between firing rate and behav-
ior should be restricted to neurons participating in the bump. To  
test this, we investigated neurons without significant delay tuning 
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(non-tuned neurons, n = 523; Online Methods and Supplementary 
Fig. 2). We found no significant correlation between responses to 
flank stimuli and behavioral deviations for this data set (P > 0.05; 
Fig. 4c,d). However, this analysis requires computing the preferred 
cue of each neuron, which probably suffered large estimation errors 
for such weakly tuned neurons. In addition, alignment to a preferred 
location could mask a rate-behavior relationship that is not related 
to the bump attractor hypothesis in these neurons. We therefore  
performed an additional analysis that did not assume a specific  

relationship between a neuron’s tuning curve and behavioral devia-
tions. For each neuron and each cue, we calculated the R2 value of the 
linear regression between rate at the end of the delay and behavioral 
deviation (Fig. 4e). Consistent with the data shown in Figure 4c, the 
average of R2 across tuned neurons was significant for two flank cues 
(P < 0.05; Fig. 4f). Crucially, the mean R2 over all cues, averaged across 
all cells, became significant for tuned, but not non-tuned, neurons at 
the end of the delay (P < 0.05; Fig. 4g). Thus, non-tuned neurons did 
not show a detectable rate-behavior relationship in our data set.

Late-delay behavioral modulations of Fano factors
We then tested the contribution of bump attractor diffusion to 
neuronal variability, as captured by the Fano factor. Following our 
hypothesis, bump displacements in different trials induced behavioral 
inaccuracies and led to the largest variation in neuronal response for 
cues in the flanks of a neuron’s tuning curve (Fig. 6a,b). For these 
cues, random diffusion of the bump caused maximal neuronal activa-
tion in trials in which the bump drifted toward the neuron’s preferred 
location, and minimal activation when it drifted away (Fig. 6b). Our 
hypothesis predicts that the variance of neural responses to flank 
stimuli should be larger for trials with inaccurate compared with 
more accurate behavior. Moreover, this difference should be specific 
to flank stimuli and absent, or even inverted, for preferred or tail 
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for inaccurate than accurate trials, selectively for flank stimuli. (c) In 
the data, when flank stimuli responses are separated into trials with 
behavioral responses farther or closer from the mean saccadic endpoint 
for that cue, Fano factor dynamics separate by the end of the delay with 
inaccurate responses showing higher Fano factors than accurate responses 
(one-sided permutation test, P < 0.05). (d) The difference between Fano 
factors in inaccurate and accurate trials at the end of the delay (averaging 
counts in the last 500 ms) depends on the cue condition. The Fano 
factor difference between accurate and inaccurate trials is significant 
for preferred and flank stimuli (*P < 0.05, permutation test, n = 181). 
Fano factor was computed in 100-ms windows. Error bars (shaded area) 
represent ±s.e.m. 
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Figure 7  Noise correlations between pairs of neurons depend on the 
stimulus as predicted by the bump attractor model. (a) Scheme of  
delay population activity profiles in response to three repeated 
presentations of 180° cue. We focus on two neurons in this schematic 
network ( and ) lying at opposite sides of the activity bump. (b) Only in 
this configuration, trial-to-trial correlations between the two neurons are 
expected to be negative because a displacement of the bump, illustrated 
in a, leads to an increase of firing rate in one neuron and a decrease in the 
other neuron ( and  in a). (c) Delay-period tuning curves for a sample 
pair of PFC neurons with the same preferred cue. Relevant cue conditions 
are indicated below the x axis. Spike count correlations were computed 
for each pair in the final 200 ms of the delay. Inset, scatter plot of spike 
counts for this sample pair. (d) Data presented as in c for a pair of neurons 
whose preferred cues were separated by one cue. Inset, scatter plot of 
spike counts for the ‘in-flank’ stimulus. (e) Pairwise correlation for same-
tuning pairs (n = 15) computed separately for peak, flank and tail cue 
conditions. Significant deviation from zero mean was tested combining 
the last two 200-ms bins in the delay period (two-tailed t test, P < 0.05,  
n = 30). (f) Data presented as in e for different-tuning pairs (n = 10). 
Negative correlation for in-flank stimuli was tested with one-sided t test  
(t = 2.42, P = 0.026, n = 20). *P < 0.05. Error bars represent ±s.e.m.
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stimuli (Fig. 6b). Note that the variance of 
neural responses is also affected by independ-
ent spiking noise, typically in proportion to 
the mean response24,25. This contribution 
will not interfere qualitatively with our pre-
diction, assuming its invariance across task 
conditions25.

We separated inaccurate trials, in which the 
monkey made saccadic responses beyond the 
median absolute angular displacement (Fig. 1b),  
from accurate trials, which contained the same 
number of trials for each neuron and cue combination as the inaccurate 
group, but with the smallest angular displacement. In flank-cue trials, 
the Fano factor for accurate and inaccurate trials differed significantly 
at the end of the delay period, as predicted (last 0.5 s of delay, one-
sided paired t test, t = 1.56, P = 0.05, n = 181; Fig. 6c). This difference 
increased parametrically as we restricted inaccurate trials to the most 
extreme saccadic deviations (Supplementary Fig. 3). The effect was 
specific for flank stimuli (Fig. 6d): modeling Fano factor with a mixed-
effects ANOVA with factors cue, accuracy, monkey and neuron iden-
tity as random factor yielded a significant interaction effect of cue ×  
accuracy (F2,897 = 6.69, P = 0.0013, cell size 152 or 29 depending on 
monkey; Supplementary Fig. 4). Reduced ANOVA models revealed a 
main effect of cue for inaccurate trials (F2,360 = 16.01, P < 0.001) and no 
significant cue effect for accurate trials (F2,360 = 1.32, P = 0.27).

Late delay–selective negative pairwise correlations
We finally tested a long-standing prediction on how spike count cor-
relations between neurons depend on the neurons’ tuning preferences 
and the cue in a bump attractor representation6,7,20. We expected 
negative trial-to-trial correlations in the delay activity of two neu-
rons responding to a cue presented right between their two preferred  
locations, resulting from random bump displacements in differ-
ent trials (Fig. 7a,b). Only for this condition, when the cue engages  
the neurons in parts of their tuning curve with slopes of opposite  
sign, would we expect a negative correlation. Other cue conditions 
or correlations for neurons with the same selectivity should show 
positive or vanishing correlations6,7.

We selected neuron pairs in two conditions: same-tuning pairs, 
with neurons sharing preferred cue (n = 15; Fig. 7c), and different- 
tuning pairs, where neurons differed in preferred location with  
one intervening cue in between (n = 10; Fig. 7d). We computed  
correlations between responses in the pair (Fig. 7c,d) for various  
cue conditions (peak, flank and tail, and in-flank, peak and out-flank; 
Fig. 7c,d) both in early and late delay (200-ms windows). Same-tuning 
pairs had stronger correlations than different-tuning pairs (three-
way ANOVA with factors time, cue and neuron selectivity difference:  
main effect of selectivity difference, F1,272 = 25.6, P < 0.001; no inter-
action effects, P > 0.2; Supplementary Fig. 4e–h). In same-tuning 
pairs, no other interaction or main effect was significant (factorial  
ANOVA, factors time and cue, P > 0.5), indicating consistently  
positive correlations through the delay, independently of the cue  
(Fig. 7e). Instead, a significant interaction of time and cue emerged for 
different-tuning pairs (F2,114 = 3, P = 0.05), which reflected pairwise 
correlations becoming significantly negative at the end of the delay for 
in-flank stimuli (Fig. 7f). Thus, spike count correlations changed with 
cue condition as predicted by the bump attractor hypothesis.

The data can distinguish alternative scenarios
To test the extent to which our experimental data could distinguish 
the bump attractor model from other alternative encoding hypoth-
eses for memory maintenance in PFC, we formulated two alternative 
models, the discrete attractor and the decaying bump network mod-
els (Supplementary Videos 1–3). The continuous bump attractor 
network features strong topographic connectivity between excitatory 
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Figure 8  Comparison of three alternative 
memory representations in three mechanistic 
models: a bump attractor model maintained 
by continuous topographic recurrent excitation 
(left), a discrete attractor model with eight 
populations (middle) and a non-attractor 
decaying bump model sustained by a slow 
intrinsic current (right). (a) Sample simulated 
delay activity in one trial for each model 
(see Supplementary Videos 1–3). Triangles 
mark decoded response. Insets display 
recurrent excitatory connectivity patterns. 
(b) Distributions of behavioral responses over 
16,000 simulations for each model reveal 
similar behavioral variability. (c) Tuning 
bias analysis as in Figure 3 for neural and 
behavioral data obtained from each model 
revealed significant positive bias only for the 
bump attractor model (thick horizontal lines; 
permutation test, P < 0.05). (d) Correlation 
between rate and behavioral deviations toward 
the neuron’s preferred location (as in Fig. 4) 
becomes gradually positive in the delay only for 
the bump attractor model. Error bars (shaded 
area) represent ±s.e.m.
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neurons, so that a rigid bump attractor stabilized after brief network 
activation and diffused in the network during the delay period as a 
result of external noisy inputs (Fig. 8a). The discrete attractor net-
work includes eight populations, each one encoding one of the cue 
locations, with stronger connections within and weaker connections 
across populations. An external stimulus brought the system to an 
attractor that maintained three adjacent populations persistently 
active and subject to strong external noise (Fig. 8a). Finally, in the 
decaying bump network, mnemonic information is encoded by indi-
vidual neurons through an intrinsic depolarizing current that slowly 
decays away after initial activation by the stimulus. The bump of activ-
ity therefore slowly decayed away during the delay period (Fig. 8a).

To test whether a neural data set with the characteristics of our 
experimental data can distinguish between these models, we per-
formed simulations with the three firing rate models (Online Methods 
and Supplementary Codes 1–3), and we generated three surrogate 
data sets matching the sample sizes in our experiment. We picked 
parameters for our models that produced similar neural and behavio-
ral data (Fig. 8a,b), in good qualitative agreement with experimental 
data (Fig. 1). To get a sense of the quantitative effects expected, we 
also tested non-mechanistic coding models that could match quantita-
tively the heterogeneity of experimental neural data (Online Methods 
and Supplementary Figs. 5 and 6).

We analyzed these surrogate data sets exactly as we did before for 
the experimental data. Data produced by the bump attractor model 
replicated our experimental findings, but none of the effects were 
replicated by the discrete attractor or the decaying bump models 
(tuning curve bias, rate-behavior correlation, Fano factor and pair-
wise correlations; Fig. 8c,d and Supplementary Fig. 6). For these 
models, the lack of effects occurred because behavioral variability 
did not result primarily from collective neuronal variability: both in 
the discrete attractor and in the decaying bump models behavioral 
variability emerged largely from independent random fluctuations 
at the cellular level, and not from correlated population dynamics as 
in the bump attractor model. Such dynamics can occur in discrete 
attractor models, in the form of noise-induced transitions to adjacent 
attractors. However, this leads to large abrupt shifts in behavioral 
read-out, which result in multimodal behavioral distributions, that 
were not supported experimentally (Fig. 1b) unless very fine discre-
tization approaching a continuum is assumed. We conclude that our 
experimental findings can discriminate between distinct mechanisms 
of working memory maintenance, supporting a neural representation 
in PFC compatible with the bump attractor hypothesis for spatial 
working memory.

DISCUSSION
We analyzed behavioral and electrophysiological data from monkeys 
performing a spatial working memory task and tested predictions 
from an attractor bump hypothesis for spatial memory maintenance. 
Our analyses confirm the model predictions, supporting the hypoth-
esis that PFC activity represents spatial memories in a fixed-shape 
bump of activity that is used for guiding behavior, but is liable to 
cumulative encoding errors as a result of random fluctuations. Our 
results affect our conceptual understanding of PFC activity in spatial 
working memory by validating the concept of prefrontal persistent 
activity as the basis of spatial working memory, supporting the con-
tinuous (or finely discretized) nature of spatial memory encoding in 
PFC, and being consistent with bump attractor dynamics mediating 
cognitive function in the cortex.

The concept of persistent activity has been highly influential in for-
mulating concrete mechanistic models for working memory10,19,26,27, 

but it cannot account naturally for the great heterogeneity, irregu-
larity and dynamics of prefrontal activity during delayed response  
tasks9,14–16,28–31. Recent studies have shown that biophysical neural 
network mechanisms for persistent activity can accommodate hetero-
geneity in firing rates and tuning properties32,33, as well as irregular 
spiking activity33,34. In addition, variable neural activity in the delay 
period after identical stimulus presentation can reflect insufficient 
conditioning to details of sensory stimuli or behavior. According  
to this view, variability in the delay period should be predictive  
of behavioral responses. Our data confirms this for PFC neural 
variability in spatial working memory tasks, consistent with choice 
probability measurements in other cognitive tasks28,35. Finally,  
heterogeneity might reflect the presence of distinct functional  
populations36. Consistent with this, we found a significant relation-
ship between trial-to-trial variability of neuronal responses and the 
fine details of behavioral reports for neurons with sustained and tuned 
delay activity, but not for non-tuned neurons (Fig. 4).

Non-stationary responses are more difficult to account for in 
attractor network models of working memory9. Alternative neural 
mechanisms have been proposed that rely on sequential activation of 
neuronal subpopulations13 or storage in short-term synaptic states12, 
rather than on sustained neural spiking. It is unclear how these  
alternative models could accommodate our experimental findings. 
Here, we discarded a non-attractor model based on the slow decay of  
an initial bump of activity, although the data was still consistent  
with a diffusing bump representation that also undergoes slow 
decay. However, we cannot rule out that other non-attractor models  
may explain some of our findings. Testing this would require  
building spatial working memory networks based on these other 
theoretical frameworks.

In addition, several independent dynamical components may  
converge in shaping neural activity in PFC37. In our task, a timing 
component related to the predictability of task events could partly 
explain some temporal dynamics observed in Fano factors or firing 
rates, whereas a stimulus encoding component would determine neu-
ral tuning. The assumption that these components are independent37 
is implicit in our Fano factor analysis (Fig. 6), where we did not pay 
attention to temporal dynamics and instead focused on neural tuning 
and behavior. A related concern is that a tuned ramping-up compo-
nent related to motor parameters, known to emerge in late delay23, 
may dominate our results, thereby reflecting saccade preparation 
and not working memory in PFC. We have ruled out this possibility  
by showing that our results persist when excluding neurons with  
ramping-up delay activity from the analyses.

Our results support a continuous or finely discretized spatial encod-
ing of memorized locations in the PFC. This is remarkable because 
our two monkeys were tested over the course of 1 year in a task that 
involved the same eight identical cues, at specific locations in their 
visual space. This could have generated a neural code that emphasized 
these eight discrete locations without much selectivity for intermediate  
positions38 (discrete attractor model; Fig. 8). Such task-tailored  
representation during working memory delays has been seen in the 
PFC for other types of task requirements39. Our findings set apart 
spatial working memory in this respect, suggesting that a continuous 
representation for memorized space is permanently present in PFC, 
possibly reinforced by everyday navigation in a spatially continuous 
environment. This is consistent with evidence showing that prefrontal 
neurons have mnemonic spatial fields even in untrained animals40.

Noise correlations are known to depend on tuning curve similarity  
(that is, on signal correlations)41–43, but the extent to which they 
depend on the stimulus remains unclear41,42,44. We found that noise 
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correlations between PFC neurons depended on the location of the 
memorized stimulus. This is further evidence that noise correlations 
do not just reflect fixed hard-wired connectivity, but instead reflect 
network dynamics and ongoing computations, such as attentional45 
and context-depending processing43. Moreover, we found nega-
tive noise correlations in very specific stimulus conditions (Fig. 7), 
confirming a long-standing prediction of bump attractor models6,7. 
This finding is in contrast with another study41, which did not find 
evidence for negative stimulus–induced correlations in orientation-
tuned neurons in primary visual cortex (V1) of anesthetized monkeys. 
Different network dynamics in PFC and V1, and/or different brain 
states, in awake versus anesthetized animals could be responsible for 
this difference.

Experimental studies searching for evidence of attractor dynamics 
in neural activity during behavior have focused on testing whether 
neuronal spiking converges to discrete singular patterns following 
parametric changes in sensory stimuli46–48, following changes in 
reward rules49 or during distinct phases of a multi-component cog-
nitive task50. These approaches can identify dynamics governed by 
discrete attractors, where small changes in task conditions shift the 
neural representation abruptly to a new attractive state. However, they 
cannot identify continuous attractors, such as the bump attractor, as 
such attractors have one continuous dimension and one therefore 
does not expect abrupt changes to small modifications of external 
conditions. Our findings demonstrate that identifying the behavioral 
parameters associated with the direction of marginal stability in the 
model, here the small angular inaccuracies in behavioral report, can 
provide model-dependent tests to apply to the data and validate a 
continuous attractor explanation for the underlying neural dynamics. 
Our results implicate a bump attractor code in the PFC mediating the 
precision of response in spatial working memory.

Methods
Methods and any associated references are available in the online 
version of the paper.

Note: Any Supplementary Information and Source Data files are available in the 
online version of the paper.
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ONLINE METHODS
Behavioral task and recordings. Two adult, male rhesus monkeys (Macaca 
mulatta) were trained in an oculomotor delayed response task requiring them to 
view a visual stimulus on a screen and make an eye movement after a delay period. 
During execution of the task, neurophysiological recordings were obtained from 
the lateral prefrontal cortex. Detailed methods of the behavioral task, training, 
surgeries and recordings, as well as descriptions of neuronal responses in the task 
have been published previously3,31,51,52 and are only summarized briefly here. 
Visual stimuli were 1° squares, flashed for 500 ms at an eccentricity of 14°. Stimuli 
were presented randomly at one of 8 possible locations around the fixation point. 
A delay period lasting 3 s followed the presentation of the stimulus, at the end of 
which the fixation point turned off, and an eye movement toward the location 
of the remembered stimulus was reinforced with liquid reward. Eye position 
was monitored with a scleral eye coil system. Neuronal activity was monitored 
using tungsten electrodes of 1–4-MΩ impedance at 1 kHz. All experiments were  
conducted in accordance with the guidelines set forth by the US National 
Institutes of Health, as reviewed and approved by the Yale University Institutional 
Animal Care and Use Committee.

Data analysis. A total of 822 neurons were recorded from two monkeys with the 
eight-target oculomotor delayed response task. Sample size was determined by 
the fact that it had been collected previously3,31,51,52. Neuronal responses in this 
task have been characterized previously3, but their trial-to-trial relationship to 
behavioral parameters has not been investigated before. We compiled our data 
set with neurons that showed significant tuned delay period activity, evaluated 
using a bootstrap method as explained in ref. 3 and for which end points of  
saccadic eye movements were available. Our database thus consisted of 204 tuned 
neurons, 172 from monkey COD and 32 from monkey MAR. For some analyses 
in Figure 4, we also compiled a data set with the remaining neurons that did not 
show significant tuned delay activity and for which behavioral response data was 
available (non-tuned neurons, n = 523: 388 from monkey COD and 135 from 
monkey MAR).

In parallel, we built an additional database with pairs of neurons recorded simul-
taneously, from the same or separate electrodes 0.2–1 mm apart, both of which 
showed tuned delay activity as per the criteria described above. This database 
consisted of n = 64 pairs, 53 of which were recorded in monkey COD and 11 
of which came from monkey MAR. All of our results subsisted if we eliminated 
pairs recorded from the same electrode from our correlation analyses (7 of 15 
same-selectivity pairs, and 2 of 10 different-selectivity pairs came from a single 
electrode). This affected especially the power of the statistical tests concerning 
same-selectivity pairs (Fig. 7e), but none of the essential effects reported here.

For each neuron in our database, preferred location was determined by com-
puting the circular mean of the cue angles (0° to 315°, in steps of 45°) weighted 
by the neuron’s mean spike count over the delay period (3 s) following each cue 
presentation. To this end, we computed for each neuron the complex quantity
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where nj is the mean spike count during the delay period in response to the cue θj  
(j = 1.  .  .8), and we extracted its modulus T and angle θpref: T=Te

iqpref . The 
angle θpref constitutes our estimate of the neuron’s preferred location during the 
delay, and the tuning strength T is our estimate of the delay tuning quality. T can 
reach a maximal value of 1 when the neuron responds exclusively to one cue 
during the delay (that is, nj = 0 for all θj ≠ θpref) and a minimum value of 0 when 
the neuron’s response is evenly balanced around the circle, such as the case when 
the neuron responds with equal number of spikes to all cues (all nj equal).

Spike trains for each neuron and condition (cue in one of eight possible loca-
tions) were analyzed in time windows of various lengths (typically 1 s for tuning 
curve and firing rate estimations, 0.1 s for Fano factor estimations, 0.2 s for spike 
count correlations) that slid over the duration of the trial in steps of 0.1 s to 
estimate trial-related time evolution. To test stationarity through the delay we 
computed modulation indices for preferred rate and tuning as the difference 
in measures obtained in the first and last second of the delay divided by their 
sum (Fig. 1f,g). The modulation index for preferred location θpref (Fig. 1g) was 
computed as the circular distance between θpref estimated in the first and last 
seconds of the delay, divided by the maximal possible distance of 180°. All these 

modulation indices share the property that they are bounded between –1 and 1 
and stationarity is characterized by a concentration around 0.

Displacements of tuning curves computed for clockwise (CW) and counter-
clockwise (CCW) behavior trials (Fig. 3) were evaluated with the tuning bias.  
We defined this tuning bias as q qpref

CW
pref
CCW− , where qpref

CW  qpref
CCW( )  is the neuron’s 

preferred location calculated as detailed above but restricting it to clockwise (coun-
terclockwise) behavior trials (see Fig. 3a). Notice that a positive value of the tuning 
bias results when the preferred location for clockwise trials is displaced counter-
clockwise relative to the preferred location for counterclockwise trials. A positive 
tuning bias is expected for tuning curves generated from displaced population activ-
ity bumps (Supplementary Fig. 1), as described in previous computational stud-
ies53,54. Thus, the bump attractor hypothesis predicts a significantly positive tuning  
bias q qpref

CW
pref
CCW−  at the end of the delay period. Given that this analysis depends 

on the estimation of two centers of tuning curves, each derived from half the 
typical number of trials, we expect the tuning bias to be better estimated in well-
tuned neurons. To emphasize the tuning properties of neurons with better tuning, 
we computed the population tuning bias as an average weighted by our tuning 
measure T.

The population Fano factor was estimated as 
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where angular brackets ij indicate average over all trials of all conditions  
(neuron and cue), Ni is the number of trials in condition i (corresponding to a 
specific neuron and cue), N is the total number of conditions, NT is the total 
number of trials in all conditions (N = NT i∑ ), ni is the mean spike count in 
condition i and nij is the spike count in trial j of condition i. This calculation yields 
an average of the Fano factors of individual conditions FFi in the database, 
weighted by the total number of trials in each condition Ni, and is therefore a 
more robust estimator of the population Fano factor FF than the unweighted 
average over conditions.

Spike count correlations were calculated as the Pearson correlation coefficient 
between the spike counts of pairs of neurons, and then averaged over neurons.

All analyses were carried out in Matlab, using the CircStat toolbox55 to perform 
circular statistics.

Statistical methods. We applied parametric tests (t test, ANOVA or Harrison-
Kanji test for circular data) to validate our hypotheses whenever our data satisfied 
the assumptions of normality and homoscedasticity (Lilliefors test of normality,  
P > 0.05, and Levene’s test for equality of variances, P > 0.05, respectively). For  
two of the ANOVA analyses, we accepted mild deviations from the assumptions, 
as they were unlikely to affect the strong effect reported by the ANOVA (P < 0.005;  
Supplementary Fig. 4). When tests comparing one or two samples failed to meet 
the parametric test assumptions, we applied the non-parametric Wilcoxon test 
or a permutation test when normality was not met, and Welch’s t test for hetero-
scedastic data. Fano factors and tuning strength T were Box-Cox transformed to 
correct skewness (exponent range, 0.22–0.28 ) before testing. Pearson correlations 
were Fisher-transformed before population tests. Pairwise comparisons critically 
predicted by the model were also re-tested with permutation tests to validate 
near-threshold t test hypothesis rejections (Figs. 6 and 7). When the model pre-
diction identified the sign of the comparison we used one-sided tests, and this is 
explicitly indicated in the text. Paired tests are used to compare measurements 
within neurons; in ANOVAs this is accomplished by using a mixed-effects design 
with neuron as random factor, nested in the monkey factor. Bootstrap estimates 
of the standard error of the Fano factor are calculated as the s.d. of Fano factors 
evaluated in 1,000 bootstrap samples obtained by randomly resampling with 
replacement from the spike counts for all cues, independently for each neuron. 
In all analyses, outliers beyond 3 s.d. of the population mean were removed for 
population tests and descriptive statistics are indicated by mean ± s.e.m.

Computational models. We tested different network representations for mem-
ory maintenance in three computational network models, the bump attractor 
network, the discrete attractor network and the decaying bump network. We 
provide Matlab code for these models, including all relevant parameters, as 
Supplementary Codes 1–3. In brief, the models were firing-rate network models  
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firing rate equation is normalized so that the parameters rmin and rmax determine 
each neuron”s lowest and highest firing rates, respectively.

In the bump attractor model, the bump width was fixed at w(t) = w0 = 35° for 
all trials. The variation across trials was due to diffusion in the bump center θ(t). 
In each trial, the bump center was initialized at the location of the cue presenta-
tion θs at the beginning of the delay period. During the delay period, the bump 
center evolved according to

	  d
dt

= tq sh ( )

where h( )t  is Gaussian white noise and the diffusion magnitude σ = 4.04 was 
chosen so that the bump center had a s.d. of 7° at the end of a 3-s delay period, 
similar to experimental data (Fig. 1b). For each neuron, the minimum and max-
imum firing rates were randomly drawn from Gaussian distributions so that  
rmin = 7 ± 1 Hz and rmax = 14 ± 3.4 Hz (mean ± s.d.), with the constraint that 
rmin < rmax.

In the decaying bump model, the bump center was fixed at the cue position  
θ(t) = θs and its width was initially the same as in the bump attractor model w(t) 
= w0 = 35°. However, in each trial the bump width increased linearly with time:

	 dw
dt

=a
 

where the speed α was chosen randomly for each trial from a gamma distribution 
with mean of 17.5 ° s–1 and an s.d. of 5.83 ° s–1. The parameters rmin and rmax were 
randomly drawn from Gaussian distributions so that rmin = 7 ± 1 Hz and rmax = 
14 ± 3.4 Hz (mean ± s.d.), with the constraint that rmin < rmax. The parameters 
rmin and rmax specify the maximum and minimum firing rates only for the initial 
bump width when w(t) = w0; the widening of the bump decreases the range of 
firing rates. This choice of parameters mimicked the experimental neural data 
and behavioral reports of Figure 1 quantitatively.

For each of the two models, we obtained a data set of neuron spike trains 
that mimicked our experimental data set: 200 neurons, with eight different cues  
(θs = 0°, 45°, 90°, 135°, 180°, 225°, 270° and 315°) and ten independent trials per 
cue were sampled from a total of 16,000 independent trial simulations. Trials 
consisted in a fixation period of 1 s (homogeneous Poisson at rate rmin), a cue 
period of 0.5 s (formulas above with fixed θ(t) = θs and w(t) = w0) and a delay 
period of 3 s (time-varying formulas above).

For each individual trial that we simulated, we could also extract a behavioral 
response θout based on the firing rate at the end of the delay. To this end, we 
extracted Poisson spike counts for N = 4,000 neurons with evenly-spaced angles 
θi. Fixing the firing rates to those calculated at the end of the delay, we counted 
spikes for 0.5 s. From these spike counts {ni, i = 1. . .N} we computed the population  
vector V = =∑ n ei

i i
i
N q
1 , from which we extracted the decoded behavioral  

response q q
out out: | |V = V ei . We treated this response similarly to the  

behavioral response of the monkey in our experimental data set.
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with N = 512 excitatory neurons and 512 inhibitory neurons labeled by an 
angle θi used for decoding, characterized by an input-output function function  
r = φ(I), mutually coupled via all-to-all connectivity matrices WEE, WEI, WIE, WII 
and subject to a white noise Gaussian input ξ(t) of s.d. σ: 
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Connectivity matrices were all homogeneous (Wij = W0) except for connec-
tivity among excitatory neurons, which had different patterns depending on the 
network model: for the bump attractor network WEE

ij  was a circular Gaussian 
function of i – j (Fig. 8a), for the discrete attractor network WEE

ij  took one of 
five possible values depending on which two of eight populations neurons i and j 
belonged to (Fig. 8a), for the decaying bump network WEE

ij  was zero so no recur-
rent excitation was included. Instead, the decaying bump network included one 
intrinsic current in excitatory neuron that provided slowly decaying depolariza-
tion during the delay period 
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for the other two network models Im = 0. We simulated a task mimicking the 
behavioral task in the data: 1-s pre-stimulus, 500-ms stimulus presentation 
(increased current input to subset of neurons θi near stimulus location θs) and 
3-s delay period where models evolved autonomously based on their dynamics. At 
the end of the delay period, the behavioral response was decoded using a popula-
tion vector decoder
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and a global hyperpolarizing injected current erased selective network activ-
ity. Sample trials for each network model are illustrated in Supplementary  
Videos 1–3.

For each model, we obtained a data set of neuron firing rates that mimicked 
our experimental data set: 200 neurons, with eight different cues (θs = 0°, 45°, 90°, 
135°, 180°, 225°, 270° and 315°) and ten independent trials per cue were sampled 
from a total of 16,000 independent trial simulations, and the behavioral response 
decoded from the population activity at the end of the delay was recorded. We 
applied the analyses of Figures 3 and 4 to these data sets in Figure 8.

Although these network models replicated the qualitative features of the 
experimental data set, specific firing rate values, heterogeneity of tuning and 
near-Poisson spiking statistics could not be matched quantitatively in our simple 
firing rate network models (Fig. 8). For this reason, we further tested our analy-
ses on surrogate data from two computational coding models that could match 
quantitatively the experimental data of Figure 1, the bump attractor model and 
the decaying bump model (Supplementary Figs. 5 and 6). In both coding models, 
spike trains for individual trials were derived as inhomogeneous Poisson pro
cesses with time-varying firing rate λ(t) described by an evolving bump of activity. 
In both cases, the bump shape was based on a von Mises distribution (a circular 
Gaussian) so that the firing rate of neuron i during one trial took the form 

	
l q

k q q k

k ki i

t i t

t, = r + r r e e
e e

( ) −( )
−( ) −
−

( ) −

−min max min

cos 0

0 0

( )

where θi is the neuron”s preferred location and θ(t) is the location of the bump 
center. The parameter κ(t) determines the width of the bump. For large κ(t), the 
s.d. of the von Mises distribution is approximately w t = t( ) ( )( )180/ π k , so we 
refer to w(t) as the bump width. When w(t) = w0, where w =0 0180/ π k( ), the 
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