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SUMMARY

Attention and working memory (WM) are distinct cognitive functions, yet given their close interactions, it is often assumed that they share the same neuronal mechanisms. We show that in macaques performing a WM-guided feature attention task, the activity of most neurons in areas middle temporal (MT), medial superior temporal (MST), lateral intraparietal (LIP), and posterior lateral prefrontal cortex (LPFC-p) displays attentional modulation or WM coding and not both. One area thought to play a role in both functions is LPFC-p. To test this, we optogenetically inactivated LPFC-p bilaterally during different task periods. Attention period inactivation reduced attentional modulation in LPFC-p, MST, and LIP neurons and impaired task performance. In contrast, WM period inactivation did not affect attentional modulation or performance and minimally affected WM coding. Our results suggest that feature attention and WM have dissociable neuronal substrates and that LPFC-p plays a critical role in feature attention, but not in WM.

INTRODUCTION

Top-down visual attention and working memory (WM) are among the most studied cognitive functions and the most affected by neurological and psychiatric disorders. Visual WM allows us to temporarily store representations of stimuli when they become visually unavailable. Visual attention allows us to select, among all visually available stimuli, those that are behaviorally relevant and enhance their processing. Thus, whereas visual attention is most essential when relevant stimuli are visually present, visual WM is most essential when the stimuli held in memory are visually absent.

Human studies using functional magnetic resonance imaging (fMRI) and electroencephalography (EEG) have reported a large overlap between the brain regions showing activity related to WM and attention, commonly including the lateral prefrontal cortex (LPFC) and parietal cortex.1,2 This anatomical overlap has led many researchers to propose that WM and attention share the same underlying neuronal mechanisms3 and that they are two constructs representing the same function.2 However, one limitation of fMRI and EEG studies is that signals reflect the aggregate activity of millions of neurons. Single-neuron electrophysiological studies in non-human primates have mostly examined either whether the activity of neurons selectively encodes visual features maintained in WM4–8 or whether neurons’ visual responses are modulated by attention to these features.9–13 Little is known about whether the same or different neurons participate in these two mechanisms.

Another argument used to claim that attention and WM share the same mechanisms is that they are strongly interdependent functions. Attention is thought to act as a gatekeeper for WM: attended stimuli are better encoded in WM.9 In turn, it is believed that WM plays a key role in attention: attending to a visual stimulus feature is thought to require maintaining a WM representation of the target feature to be attended; this representation would serve as an attentional template signal that, through top-down mechanisms, selectively modulates the activity of feature-tuned visual cortical neurons. One area that has been proposed as a main source of top-down feature attentional signals is LPFC.14–16 Muscimol inactivation of ventral prearcuate (VPA) region, are modulated by attention to visual features.17,18 Muscimol inactivation of VPA reduces feature attentional effects in the frontal eye field (FEF) and area V4 and causes behavioral deficits associated with feature attention.18,19 It has also been shown that neurons in LPFC-p encode feature features maintained in WM.20,21

The above findings raised several important questions, which we aimed to address in this study. First, we investigated whether WM and attention signals are present in the same or different neurons in LPFC-p and other areas. We trained monkeys to perform a WM-guided spatially global feature attention task for motion direction. We recorded spiking activity from motion-direction-selective neurons in multiple cortical areas at different processing stages: middle temporal (MT), an early visual area; medial superior temporal (MST), a visual association area; lateral intraparietal (LIP); and LPFC-p. Second, we examined whether...
LPFC-p plays a critical role in both feature attention and WM maintenance: we optogenetically inactivated it bilaterally during the task periods of WM maintenance or sustained attention and measured the effects on task performance and on the strength of WM and feature attention signals in neurons from the recorded areas.

RESULTS

We trained two rhesus macaque monkeys (Macaca mulatta) in a WM-guided feature attention task (Figure 1A). In each trial, a full-screen random dot surface with coherent motion in one of two opposite directions (cue stimulus) was presented for 0.8 s. After a 3.2-s delay period during which the monkeys maintained the cue direction in WM, we presented a test stimulus—two overlapping full-screen random dot surfaces moving in opposite directions, one in the cued direction. The monkeys were trained to selectively attend to the surface with the cued direction (i.e., target) to detect and report (releasing a hand-held lever) the occurrence of a small patch of dots with higher speed in the target surface while ignoring any patch in the other surface (i.e., distractor). Because the patch locations were randomly chosen across the screen (Figure S1), the monkeys were required to attend to all spatial locations. To our knowledge, this is the first attention task in non-human primates using spatially global stimuli and requiring feature attention to be allocated evenly across all spatial locations, therefore minimizing the recruitment of spatial attention.

We implanted 5 laminar probes acutely in each experimental session to simultaneously record the spiking activity of motion-direction-selective neurons from five cortical areas across various processing stages: MT (938 neurons), MST (1,865 neurons), LIP (570 neurons), and bilateral LPFC-p (1,271 neurons)—including posterior portions of areas 8Ad/v, 9/46d/v, and 45 (Figures 1B and 1C). Because we simultaneously recorded multiple tens of neurons from various areas, neurons were expected to vary widely in their receptive field locations and sizes; the spatially global visual stimuli ensured that most neurons were visually stimulated and engaged in the task independently of their receptive field location or size.

Strength of WM coding and feature attentional modulation across the visual processing stream

We first examined whether the delay period spiking activity of each neuron encoded the cue direction held in WM and whether its response to the test stimulus was modulated by the attended cue direction (Figure 2A). We also estimated each neuron’s sensory selectivity for motion direction during the cue presentation period. Importantly, because there was no stimulus present during the delay period other than the fixation point, differences in firing rates between the cue direction conditions were indicative of selectivity for memorized directions. Similarly, conditions with opposite cue directions had identical test stimuli, i.e., the same two overlapping moving surfaces with opposite directions (Figure 1A); thus, differences in test responses between these conditions were due to cue-direction-dependent attentional modulation. We computed the area under the ROC curve (auROC, rectified to above 0.5) to estimate the discriminability between the distributions of firing rates in trials with opposite cue directions during the cue period (sensory discriminability), delay period (WM discriminability) and test period before the target or distractor speed changes (attentional discriminability); these three discriminability values served as a measure of the strength of the sensory coding of motion direction, WM coding, and feature attentional modulation, respectively. The presence of discriminability was determined by the auROC’s statistical significance (see STAR Methods).

We first examined how sensory coding, WM coding, and attentional modulation evolve across the visual processing stream. The percentage of neurons with significant sensory discriminability and the mean sensory discriminability across all neurons were the highest in the early visual cortex (MT) and followed a decreasing trend downstream (Figures 2B–2D). In contrast, the percentage of neurons with significant WM discriminability, as well as the mean WM discriminability, was remarkably low in the early visual cortex and increased progressively downstream (Figures 2B–2D). Similarly, for attention, the percentage of significant neurons and mean discriminability also increased in a downstream progression (Figures 2B–2D). These results, as were all subsequent results, were similar for both monkeys (Figure S2). The remaining figures show the results obtained from the combined neuronal populations of both monkeys.

Neuron-level dissociation between WM coding and attentional modulation

Next, we examined whether WM coding and feature attentional modulation are present in the same or different neurons and whether the co-occurrence of these two signals within neurons differs across processing stages. If WM and attention share the same neuronal substrates, then neurons that encode the memorized directions would be expected to be modulated by attention to these directions. In all areas, neurons showed a wide variety of combinations of WM discriminability and attentional discriminability. To determine the presence of WM and attentional signals in each neuron, we classified neurons in each area into three groups—“WM & attention” (Figure 2A, top), “WM-only” (Figure 2A, middle), and “attention-only” (Figure 2A, bottom)—based on the significance of WM and attentional discriminabilities (Figure 2E). Interestingly, the majority of neurons were WM-only and attention-only, and only a minority were WM & attention (Figures 2D–2F; Table S1). The proportion of WM & attention neurons was significantly lower than those of WM-only and attention-only neurons in all areas except LIP (Figure 2F; chi-squared tests for proportions, Bonferroni corrected). The proportion of WM & attention neurons differed significantly across areas and was by far the highest in LIP (Figure 2F; chi-squared tests for proportions, Bonferroni corrected). Notably, in most WM & attention neurons, motion direction preference was the same during the delay and test periods (Figures 2A top and S3). Among MT neurons, there was robust attentional discriminability but only rare and weak WM discriminability (Figures 2B and 2C). In the remaining areas, where there was a substantial fraction of both WM-only and attention-only neurons, we used multivariate population decoding (see STAR Methods) to confirm that in these subpopulations, WM and attention...
**Figure 1. Behavioral, electrophysiological, and optogenetic methods**

(A) Temporal sequence of behavioral task. Arrows depict the motion directions of dot surfaces; fixation point is yellow; cyan squares depict speed-changing dot patches; red segments show periods of optogenetic LPFC-p inactivation; and check mark and cross depict correct and incorrect responses, respectively.

(B) Macaque brain photograph showing approximate location of recorded and optogenetically stimulated areas. MT, MST, and LIP cortical areas are embedded within sulci.

(C) Structural MRI nearly coronal section of one monkey showing the recording chamber grid (top) and location of LIP, MST, and MT (right hemisphere) cortical areas. Red lines, range of available probe trajectories.

(D) Photograph of an example LPFC chamber from one monkey—taken using a blue light source (reflected on the dura) and yellow filter—showing cortical surface through a transparent artificial dura. GFP epifluorescence indicates viral expression region (enclosed by a green line). Dashed red line shows the area of laser illumination; white lines show sulci. Scale bar is shown below.

(E and F) Mean firing rate (± SEM) of two example neurons over time across trials with (green) and without (black) optogenetic stimulation in the test (E) or delay (F) period.

(G and H) Mean firing rate in cue, delay, and test periods across control trials (horizontal axis) and optogenetic inactivation (opto) trials (vertical axis) for all LPFC-p neurons recorded in test-opto sessions (G) and delay-opto sessions (H).

(I) Percent neurons with significant optogenetic modulation of firing rates recorded at various cortical depths.
Figure 2. WM coding and feature attentional modulation of neuronal firing rates

(A) Mean firing rate (±SEM) over time across trials with opposite cue directions for examples of three functional types of neurons: working memory and attention (WM and A; LIP neuron), WM-only (LIP neuron), and A-only (MST neuron). Red/blue traces, preferred/anti-preferred directions (different for each neuron).

(B) Percent neurons with significant sensory, WM, and attentional discriminability in each brain area.

(C) Mean (±SEM) sensory, WM, and attentional discriminability (auROC) across neurons in each area. Gray bars indicate mean auROC (±SEM) expected by chance.

(D) Venn diagrams showing the relative proportion of neurons with significant sensory, WM, and/or attentional discriminability.

(E) WM and attentional discriminabilities (auROC) of all neurons (dots) color coded by the significance of WM and attentional discriminabilities. Black line, linear regression.

(F) Relative proportions of WM-only, WM and A, and A-only neuron types. *significant difference; ns, non-significant. Error bars, 95% confidence intervals for proportions.

(G) Spearman’s coefficient (r) from the correlation between WM auROC and attention auROC across neurons in each area. *significant correlation (p < 0.05); ns, non-significant.

See also Figure S4.
signals were dissociable at the population coding level: for WM-only neurons, the population decoding of directions in WM was high, but the decoding of attended directions was near chance level (Figure S4A); for attention-only neurons, the population decoding was high for attended directions but near chance for directions in WM (Figure S4B). As expected, in the combined population of WM-only, attention-only, and WM & attention neurons, the decoding of directions in WM and attended directions were both high (Figure S4C).

Although we classified neurons by the significance of discriminability, neurons did not show any apparent clustering into discrete categories. To further examine the relationship between neurons’ strength of WM and attentional signals along a continuum, we tested whether WM and attentional discriminabilities correlated across neurons. We found marked differences between areas (Figures 2E and 3G). In LPFC-p, there was no significant correlation (Spearman’s correlation coefficient $r = 0.029, p = 0.30$). In both MT and MST, the correlation was significant but low (MT: $r = 0.095, p = 0.004$; MST: $r = 0.16, p < 0.001$). In contrast, the correlation in LIP was significant and much higher than that in other areas ($r = 0.40, p < 0.001$). These results are consistent with those obtained by classifying neurons into functional categories by the significance of WM and attentional discriminabilities (Figures 2E and 2F).

In sum, our results indicate that in LPFC-p and MST, WM and attention signals are present mostly in different neurons and that the magnitude of attentional modulation of individual neurons is unrelated or weakly related to their WM coding strength. In LIP, WM and attention signals co-occur in a higher percentage of neurons and are more strongly correlated. These findings suggest that the substrates of feature attention and WM are largely dissociated at the level of individual neurons in LPFC-p and MST, as well as in LIP to a lesser extent. This dissociation was present at the brain area level in MT, where attentional effects were present but WM coding was mostly absent.

**Large-scale bilateral optogenetic inactivation of LPFC-p**

It has been proposed that LPFC-p plays a role in WM maintenance and serves as a source of top-down feature attention signals to other cortical areas. The presence of LPFC-p neurons showing WM and/or attentional signals is compatible with this view but not sufficient to determine whether these neurons play a causal role in WM maintenance and feature attention. To test this, we developed a method for large-scale bilateral optogenetic LPFC-p inactivation during either the delay period (WM maintenance) or the test period (sustained feature attention). We
implanted transparent artificial duras in the two chambers covering left and right LPFC-p, adapting methods previously used by others.23,24 The self-sealing property of the duras allowed us to perform approximately 170 injections of an AAV construct in 24 penetrations (12 per hemisphere) to drive the neuronal expression of the red-shifted inhibitory opsin Jaws25,26 in a large area of left and right LPFC-p. Expression was confirmed in vivo by the visualization of GFP epifluorescence on the cortical surface through the artificial dura (Figure 1D) starting 2 weeks after injections and before each recording session. We estimated the mean cortical surface area showing expression to be approximately 50 mm² per hemisphere.

In each recording session, right and left LPFC-p were simultaneously inactivated via external illumination with red lasers placed 18–29 mm above the artificial duras. Our external illumination method ensured optical stimulation of the entire region of opsin expression in each hemisphere (Figure 1D). In some experimental sessions (“test-opto,” 22 in monkey Sh and 44 in monkey St), we optogenetically inactivated LPFC-p during the test period (starting at test onset and lasting 2 s or until the monkey’s response). In other sessions, (“delay-opto,” 30 in monkey Sh and 39 in monkey St), inactivation was performed for 2 s during the delay period (from 0.3 s after cue offset until 0.9 s before test onset). In both test-opto and delay-opto sessions, optical stimulation occurred randomly in half of the trials (i.e., opto trials), with the remaining trials serving as control (Figure 1A).

In each experimental session, a recording probe was lowered in each prefrontal chamber at a random location within the opsin expression region. We confirmed that optogenetic stimulation during the test or delay period decreased the firing rates of LPFC-p neurons specifically during the stimulated period, without extending into neighboring periods (Figures 1E–1H, 4A, 4E, S6A, and S5E). Across sessions, optogenetic modulation had a significant effect on firing rates in approximately one-third of the neurons. Firing rates were significantly reduced in 93.5% of those neurons and increased in 6.5% of those neurons. The percentage of modulated neurons was similar across recording depths, with a somewhat lower percentage at deeper recording locations (Figure 1I), likely due to decreases in the light penetration of the cortex.25,27 Based on estimates of neuronal density,28,29 the percentage of modulated neurons, and the mean surface area of the optically stimulated expression region in both hemispheres, we estimated that the mean total number of LPFC-p neurons with significant response modulation in each session was approximately 5.1 million.

The viral construct used the human synapsin (hSyn) promoter, known to drive opsin expression in both excitatory and inhibitory neurons.30 Thus, expression was expected to occur non-specifically among these neuron types. Confirming this, we found that putative excitatory (broad-spiking) and putative inhibitory (narrow-spiking) neurons showed the same mean latency of optogenetic modulation (19 ms, see STAR Methods).

**Figure 4. Effects of test and delay period optogenetic prefrontal inactivation on neuronal firing rates in each area**

(A–H) Mean normalized firing rate (±SEM) over time in control and opto trials across neurons with significant optogenetic modulation in LPFC-p, MT, MST, and LIP during test-opto (A–D) and delay-opto (E–H) sessions. Red line, optogenetic stimulation period.

(i) Mean test period normalized firing rate (±SEM) in control and opto trials across neurons in (A–D). (J and K) Mean delay period (J) and test period (K) normalized firing rate (±SEM) in control and opto trials across neurons in (E–H). *p < 0.05; **p < 0.01; ns, not significant. See also Figure S5.

**LPFC-p inactivation during sustained feature attention impaired task performance**

We first investigated whether optogenetic LPFC-p inactivation during the sustained attention period (i.e., test period) impaired task performance. The percentage of correct trials was lower in test-opto trials than in control trials in 100% of the 22 recording sessions for monkey Sh and in 93% of the 44 sessions for monkey St. The mean percentage of correct trials across sessions was significantly lower in opto trials than in control trials for both monkeys (Figure 3A; one-tailed paired t tests, Sh: p < 0.0001, St: p < 0.0001). Moreover, the mean reaction time across sessions was significantly higher in opto trials than in control trials for both monkeys (Figure 3B; one-tailed Wilcoxon rank-sum tests, Sh: χ² = 0.0044, St: p = 0.0018). These results suggest that LPFC-p plays a causal role in feature attention.

To further examine the specificity of these behavioral impairments, we classified error trials into those with a response to...
the distractor speed change, those with an early response (before the target change but not to the distractor change), or those with no response. If LPFC-p inactivation caused a specific deficit in selective feature attention, it should impair the detection of target speed changes (in the attended dot surface) but not distractor speed changes (in the unattended surface). Alternatively, if inactivation caused a non-selective perceptual deficit, it should impair the detection of both target and distractor changes. We tested these alternatives in monkey St, which made a considerable fraction of responses to the distractor speed changes (across-session mean = 8%; maximum = 28%). In contrast to the significant reduction in the percentage of target response (correct) trials caused by inactivation, the percentage of distractor response trials slightly increased with inactivation (p = 0.08; paired t test; Figure 3D). This suggests that the impairment in task performance was in fact due to a deficit of selective feature attention. For both monkeys, inactivation caused no significant change in the percentage of early error trials (Figures 3C and 3D; paired t tests, monkey Sh: p = 0.16; monkey St: p = 0.34). This suggests that the decrease in target responses with inactivation was not due to increased response impulsivity. Instead, this decrease was accounted for by a comparable significant increase in no-response error trials (Figures 3C and 3D; paired t tests, monkey Sh: p < 0.0001; monkey St: p < 0.0001), suggesting that inactivation caused the monkeys to more often fail to detect target speed changes.

Previous studies have suggested that LPFC shows hemispheric lateralization during attention, with each cerebral hemisphere playing a larger role when attention is allocated to the contralateral hemifield than to the ipsilateral hemifield. To examine whether the behavioral effects of optogenetic LPFC-p inactivation reflect this lateralization, we carried out nine sessions in monkey St in which we inactivated LPFC-p unilaterally in the left or right hemisphere (rather than bilaterally) during the test period and compared task performance in trials in which the target speed change patch occurred in the visual hemifield ipsilateral or contralateral to the inactivated hemisphere. For example, a patch in the left hemifield during right hemisphere LPFC-p inactivation would belong to the contralateral condition. Consistent with the known functional lateralization, the mean performance across sessions was significantly lower in the contralateral condition than in the ipsilateral condition (Figure 3A, one-tailed paired t test, p = 0.023). The fact that the magnitude of the impairment in task performance is dependent on the relationship between the inactivated hemisphere and the visual hemifield of the target stimulus argues against other potential non-specific effects of optogenetic stimulation as a cause of the observed behavioral impairments. Furthermore, the mean performance across sessions in both unilateral inactivation conditions (ipsilateral and contralateral) was intermediate between the control and the bilateral inactivation conditions (Figure 3A). Thus, unilateral LPFC-p inactivation is sufficient to impair task performance, but the impairment is more severe with bilateral inactivation than with unilateral inactivation. Similarly, mean reaction times across sessions in the two unilateral inactivation conditions were intermediate between the control and bilateral inactivation conditions, although differences between conditions were only marginally significant or non-significant (one-tailed Wilcoxon rank-sum tests; see Figure 3B).

Despite significantly lower task performance in the contralateral condition than in the ipsilateral condition, the mean reaction time was not significantly higher in the contralateral condition than in the ipsilateral condition (Figure 3B, one-tailed Wilcoxon rank-sum test, p = 0.37).

**LPFC-p inactivation during the WM delay did not impair task performance**

Next, we examined whether bilateral LPFC-p inactivation during the delay period impaired task performance. For both monkeys, there was no significant decrease in the mean percentage of correct trials (Figure 3E; one-tailed paired t tests, Sh: p = 0.33, St: p = 0.88) nor a significant increase in the mean reaction time (Figure 3F; one-tailed paired t tests, Sh: p = 0.26, St: p = 0.68) across sessions in the opto condition with respect to the control condition. In sum, bilateral optogenetic inactivation of LPFC-p during the test period leads to robust deficits in task performance, whereas the same inactivation during the delay period does not. This suggests that LPFC-p plays a critical role in feature attention but not in WM maintenance and that these two functions have dissociable mechanisms in LPFC-p.

Based on these results, we reasoned that optogenetic LPFC-p stimulation during the test period would cause alterations in neuronal activity that would impair task performance. Furthermore, given the known feedback projections from LPFC-p to visual and parietal areas that likely play a role in the task, including MT, MST, and LIP cortical areas, we hypothesized that LPFC-p inactivation would lead to changes in neuronal activity in these distant cortical areas; in contrast, we predicted that optogenetic LPFC-p stimulation during the delay period would alter activity in a manner that minimally affects task performance.

**Test period LPFC-p inactivation decreased attentional modulation of neuronal responses**

We investigated the effects of LPFC-p inactivation on the spiking activity of neurons in all the recorded areas. First, we compared the mean firing rates of neurons in each area across all opto trials vs. control trials. As expected, optogenetic stimulation during the test period drastically decreased the firing rates of neurons in LPFC-p (Figures 4A and 4I; paired t test; Figure S5A). Interestingly, test period stimulation also led to a significant reduction in the firing rate of neurons in MT, MST, and LIP cortical areas (to a lesser extent)—regions located far from the optogenetically stimulated region (Figures 4B–4D and 4I; paired t tests; Figures S5B–SSD). Thus, changes in LPFC-p activity have modulatory effects on the activity of visual and parietal neurons, probably via feedback connections.

Next, we examined whether test period optogenetic LPFC-p inactivation reduced feature attentional modulation strength in LPFC-p and other recorded areas (Figure 5A) by comparing each neuron’s attentional discriminability in control and opto trials. We first examined this among all neurons with optogenetically modulated firing rates (see STAR Methods), since these neurons were the most likely candidates to show changes in attentional effects with optogenetic inactivation. Among these neurons, inactivation significantly decreased the strength of attentional effects in LPFC-p (Figures 5B and 5F) and MST.
(Figures 5D and 5H; Wilcoxon rank-sum tests; see STAR Methods). To further quantify the magnitude of this effect at the individual neuron level, we computed for each neuron an auROC modulation index by measuring the percent change in attentional discriminability between control and opto conditions over time (see STAR Methods). Consistent with the above results, the distribution of modulation indices across neurons was shifted toward the negative range in LPFC-p and MST (Figures 5A and 5C). Thus, for the majority of LPFC-p and MST neurons, attentional discriminability decreased with LPFC-p inactivation.

We then reasoned that if the deficit in behavioral performance from test period LPFC-p inactivation (Figures 3A–3D) was due to a decrease in the strength of neuronal attentional effects, this decrease should be observable when averaged across the overall population of attention-related neurons, including neurons with and without significant optogenetic modulation of firing rates (see STAR Methods). In both LPFC-p and MST, a lower percentage of neurons showed significant attentional modulation in the test-opto condition than in the control condition (Figure 5K), and the mean attentional discriminability was significantly lower across neurons with attentional modulation in the test-opto condition than across neurons with attentional modulation in the control condition (Figure 5J; Wilcoxon rank-sum tests). Although prefrontal inactivation caused an overall decrease in firing rates in MT and LIP neurons (Figures 4B and 4D; 4C and 4E), it did not significantly reduce the mean attentional effect across neurons with optogenetically modulated firing rates (Figures 5G, 5I, 5B, and 5D; Wilcoxon rank-sum tests; see STAR Methods) nor across all neurons with significant attentional effects (Figures 5J and 5K; Wilcoxon rank-sum tests; see STAR Methods).

As reported above, among neurons with significant attentional effects, some showed significant WM coding (WM & attention) as opposed to the anterior attention neurons, whereas others did not (attention-only neurons). We investigated whether attentional modulation strength was affected differently by LPFC-p inactivation in WM & attention vs. attention-only neurons. This comparison was possible in LPFC-p, MST, and LIP, where WM coding was prevalent in the neuronal population. In all three areas, test period inactivation led to a significant reduction in mean attentional discriminability among attention-only neurons but not among WM & attention neurons (Figure 5L; Wilcoxon rank-sum tests; see STAR Methods). Therefore, LPFC-p inactivation reduced the strength of attentional signals in these three areas, but only in neurons with no WM coding. The observation that LPFC-p inactivation reduced attentional effects not only locally but also distantly (in MST and LIP) supports the idea that LPFC-p serves as a source of feature attentional feedback signals that modulate neuronal responses in cortical areas along the visual processing stream. The reduction of attentional effects with test period LPFC-p inactivation may explain the observed impairments in task performance.
Effects of delay period LPFC-p inactivation on firing rates and WM coding

The lack of behavioral effects from delay period optogenetic LPFC-p inactivation suggested that there was a fundamental difference in the neuronal effects of delay vs. test period optogenetic stimulation. We first examined whether delay period optogenetic stimulation had an overall effect on firing rates. Stimulation significantly decreased firing rates not only in LPFC-p but also distantly in MT, MST, and LIP cortical areas (Figures 4E–4H and 4J; paired t tests, all p < 0.01; Figures S5E–S5H). Importantly, these firing rate decreases did not persist beyond the period of optogenetic stimulation: they were absent during the post-stimulation interval of the delay period (Figure S5I) and the test period (Figure 4K). Therefore, the lack of effects of delay period optogenetic stimulation on task performance cannot be due to a failure of our optogenetic methods to reduce delay period neuronal activity in LPFC-p and other recorded areas.

We then examined whether optogenetic LPFC-p inactivation during the delay period affected neuronal coding of the cue direction in WM, as measured by WM discriminability. We investigated this in LPFC-p, MST, and LIP, where there was prevalent WM discriminability. We first examined this among all neurons with optogenetically modulated firing rates (see STAR Methods), since these neurons were the most likely candidates to show changes in WM discriminability with optogenetic inactivation. Among these neurons in MST, delay period optogenetic stimulation caused a significant reduction in WM discriminability (Figures 6A, 6C, and 6F; Wilcoxon rank-sum tests). Confirming this, a lower percentage of MST neurons showed significant WM discriminability in the delay-opto condition than in the control condition (Figure 6I), and the mean WM auROC across neurons with significant WM discriminability in the delay-opto condition was significantly lower than that across neurons with significant WM discriminability in the control condition, even when pooling neurons with and without an optogenetic effect on overall firing rates (Figure 6H). However, the optogenetic effect on WM discriminability in MST was only temporary: it was not visible soon after the offset of optogenetic stimulation (Figures 6F and S5I). In LPFC-p and LIP, despite optogenetic stimulation causing an overall reduction in delay period firing rates (Figures 4E and 4H), this reduction was similar across cue direction conditions and did not lead to a significant reduction in WM discriminability (Figures 6B, 6D, 6E, 6G, 6H, and 6I; Wilcoxon rank-sum tests; see STAR Methods). Consistent with the above results, the distribution of WM auROC modulation indices across neurons was shifted toward the negative range in MST, but not in LPFC-p or LIP (Figures S6E–S6G; see STAR Methods). The absence of inactivation effects on WM coding in LPFC-p and LIP was further confirmed using a multivariate classification method to decode the memorized directions from population firing rate patterns (Figure S6J). In sum, LPFC-p inactivation led to a temporary reduction in the strength of WM coding in MST. In contrast, in LPFC-p and LIP, WM coding was robust to, and unaffected by, optogenetic modulations of firing rates.

We then asked whether in areas with considerable WM and attentional signals (LPFC-p, LIP, and MST), LPFC-p inactivation had different effects on WM & attention neurons and WM-only neurons. In MST, inactivation during the delay period significantly decreased the mean WM discriminability among WM-only neurons but not WM & attention neurons (Figure 6J; Wilcoxon rank-sum tests). Thus, the effect of prefrontal inactivation on WM coding was limited to MST neurons that exclusively carry WM signals but not attentional signals. In LPFC-p and LIP, there was no significant effect on WM discriminability for any of these neuron types (Figure 6J; Wilcoxon rank-sum tests).

Delay period LPFC-p inactivation did not reduce attentional modulation

The observation that prefrontal inactivation during the test period but not the delay period decreased task performance suggests that test period inactivation affects neuronal activity that is critical to the feature attention task, whereas delay period inactivation does not. It appeared that the critical activity for the task is the one modulated by attention during the test presentation, which allows the preferential processing of target speed changes. We therefore examined whether delay period prefrontal inactivation modulates test period neuronal activity and the strength of attentional modulation. Delay period optogenetic stimulation did not modulate overall firing rates during the test period in any recorded area (Figures 4E–4H and 4K; paired t tests, p > 0.05; a significant but very small 1.5% firing rate reduction was observed in MT) and did not significantly decrease the strength of attentional effects (Figure 6K; Wilcoxon rank-sum tests) or the percentage of neurons with significant attentional effects (Figure 6L) in any area. The fact that prefrontal inactivation during the test period, but not during the delay period, decreased both task performance and attentional effect strength in LPFC-p, MST, and LIP neurons suggests that the deficit in task performance was the result of decreases in attentional modulation. Finally, the observation that in LPFC-p, test period inactivation decreased attentional modulation (Figure 5J) but delay period inactivation did not affect WM coding (Figure 6H) or attentional modulation (Figure 6K) further supports the idea that the mechanisms of feature attention and WM are dissociated in this area. Noteworthy, this dissociation of effects was also present when limiting the analysis to LPFC-p neurons with a cue response or neurons with delay activity (Figures S6H and S6I; see STAR Methods), indicating that the dissociation is unaffected by these response properties.

DISCUSSION

In this study, we tested whether the neuronal substrates underlying feature attention and WM are dissociable. In all recorded areas, we found neurons with delay period activity encoding the directions maintained in WM and neurons with a response to the attended test stimuli that was modulated by the attended direction. This is in agreement with several human fMRI and EEG studies that have reported an overlap between brain regions with WM-related and feature-attention-related activities.1,2 However, the majority of neurons in all areas showed WM or attention signals, but not both. Our results strongly suggest that within each area, partially different populations of neurons contribute to the mechanisms of feature attention and WM. It is likely that the
single-neuron-level dissociation we report here was not detectable by human fMRI and EEG studies due to their low spatial resolution. In agreement with previous studies, in early visual area MT, feature attention strongly modulated the activity of many neurons, but WM signals were weak or absent—an example of a region-level dissociation between the substrates of these two functions.

The observation that neurons showed a wide variety of combinations of WM discriminability and attention discriminability (WM-only, attention-only, and WM & attention) raises the question of whether the population contains mixed selectivity for features in WM and attended features. However, addressing this question requires an experimental design in which the feature in WM is independent of the attended feature. A previous study did examine the co-occurrence of WM and attention signals using such a design. Similarly to our study, they found that attended locations and memorized locations were encoded mostly by different neurons. Importantly, among the minority of neurons that encoded both attended and memorized locations, some showed mixed selectivity, i.e., non-linear responses to combinations of memorized and attended locations. Mixed selectivity for WM and attention signals may allow these signals to be concurrently encoded and used flexibly and independently. This may allow the brain to concurrently maintain a visual feature/object in WM while attending to another or to use a feature in WM to guide attention away from stimuli containing that feature. However, the observation that WM & attention neurons were only a minority suggests that mixed selectivity does not represent a general principle across the entire population and that specialized neurons (WM-only and attention-only) without mixed selectivity are functionally essential.

To examine whether LPFC-p plays a causal role in feature attention and WM, we performed bilateral optogenetic LPFC-p inactivation. Although innumerable studies in mice and rats have successfully achieved robust behavioral effects by optogenetically perturbing neuronal activity in specific brain regions, this has been achieved by a much lower fraction of macaque studies. One potential reason is that given the much larger brain size in macaques than in mice and rats, the size of the perturbed regions using standard optogenetic approaches only represents a small fraction of typical functional regions in the macaque brain. We implemented multiple improvements to
traditional approaches to inactivate a large surface area in LPFC-p. By implanting a self-sealing transparent artificial dura, we achieved a large number of virus injections with anatomical precision, daily visualization of epifluorescence to track the extent of opsin expression over time, electrode penetrations for neuronal recordings without a guide tube (which typically destroys superficial cortical layers), and external laser stimulation of a large surface area matching the expression region. Although some studies have performed optogenetic stimulation through an artificial dura, to our knowledge, none of them have achieved optogenetic inactivation of such a large cortical surface or bilateral inactivation of the same cortical area. Given the success of our study at achieving large-scale silencing of neuronal activity and robust behavioral effects, our methods provide a tool for future studies to silence large superficial cortical areas in macaques and other large species and generate observable behavioral effects.

We bilaterally inactivated LPFC-p during the test period to examine its role in feature attention. Test period inactivation strongly impaired task performance by selectively reducing the detection of speed changes in the attended target stimulus but not the unattended distractor stimulus. These results suggest that LPFC-p plays a causal role in selective feature attention. The lack of increases in distractor responses following inactivation is consistent with psychophysical studies showing that feature attention enhances the detection of attended features but not necessarily decreases the detection of unattended features. An alternative interpretation is based on the notion that LPFC-p could play two roles in feature attention: first, it could participate in attentional selection—i.e., choosing which target feature to attend to and maintaining its representation (attentional template signal). If so, we would expect LPFC-p inactivation to impair the selection of the correct direction as a target, thus increasing distractor responses and decreasing target responses. Second, LPFC-p could play a role in the attentional modulation of visual cortex via feedback projections to enhance the processing of target features. If so, we would expect LPFC-p inactivation to impair the detection of target changes, decreasing target responses and increasing no-response trials. The observed decrease in target responses, an equivalent increase in no responses, and the absence of increases in distractor responses with inactivation suggest that LPFC-p plays a role in attentional modulation mechanisms but not in attentional selection. The top-down modulatory role of LPFC-p is supported by the observed reduction in attentional effects in MST and LIP neurons with LPFC-p inactivation (discussed below); however, the lack of its role in attentional selection remains largely speculative.

Interestingly, a recent study showed that task performance was strongly impaired by test period LPFC-p inactivation but unaffected by delay period inactivation. Consistent with this, mutual interactions between LIP and LPFC during WM mostly originate in LIP. Also surprisingly, we found that feature attentional effects in LPFC-p inactivation of the VPA region within LPFC-p. Supporting this, the unilateral muscimol inactivation of LIP impair visual search in the contralateral hemifield. Furthermore, LPFC-p inactivation caused weaker firing rate decreases in LIP neurons than in MST and MT neurons, suggesting that the top-down modulation of LPFC-p on LIP is weaker than that on other visual areas and that LIP acts more as a source than a recipient of top-down attentional signals. This notion may help explain why LPFC-p inactivation reduced, but did not completely impair, task performance and attentional effects in MST and LIP. Moreover, the proportion of neurons in which WM and attention signals overlapped and the correlation between the strength of these signals within neurons were much higher in LIP than in other areas, suggesting that LIP may play a stronger role in the transformation of WM signals into attentional input signals than LPFC-p and other areas.

One of our most notable findings was that WM coding was much stronger in LIP than in LPFC-p by another study showing that large unilateral LPFC lesions impair the orientation discrimination of targets in the presence of distractors, but not in their absence. However, because recordings and lesions in the above studies included LPFC subregions other than LPFC-p, it may be that attentional selection mechanisms involve these other subregions.

We also found that LPFC-p inactivation reduced attentional effects on neuronal activity in LPFC-p, MST, and LIP, suggesting that LPFC-p plays a critical role as a source of top-down feature attentional signals that selectively modulate stimulus responses in visual and parietal cortical neurons. Similar behavioral and neuronal effects (in FEF and V4) have been observed following muscimol inactivation of the VPA region within LPFC-p. Interestingly, the observation that LPFC-p inactivation reduced attentional effects in attention-only neurons but not in WM and attention neurons in MST and LIP cortical areas indicates that the top-down modulatory signals from LPFC-p preferentially target neurons that are not involved in WM coding. It also suggests that besides LPFC-p, there may be other sources of attentional signals projecting to WM and attention neurons in MST and LIP. Why we found no significant decrease in attentional effects in MT with LPFC-p inactivation remains unclear.

Surprisingly, our study found that WM coding was much stronger in LIP than in LPFC-p (Figures 2B and 2C), suggesting potentially a more important role of LIP than LPFC-p in the maintenance of visual feature representations in WM. Consistent with this, synchronous interactions between LIP and LPFC during WM mostly originate in LIP. Also surprisingly, we found that feature attentional effects in LPFC-p inactivation of the VPA region within LPFC-p were much stronger than those in LPFC-p (Figures 2B and 2C), suggesting that LIP may be a source of feature attentional signals in addition to LPFC-p. Supporting this, the unilateral muscimol inactivation of LIP impaired visual search in the contralateral hemifield. Furthermore, LPFC-p inactivation caused weaker firing rate decreases in LIP neurons than in MST and MT neurons, suggesting that the top-down modulation of LPFC-p on LIP is weaker than that on other visual areas and that LIP acts more as a source than a recipient of top-down attentional signals. This notion may help explain why LPFC-p inactivation reduced, but did not completely impair, task performance and attentional effects in MST and LIP. Moreover, the proportion of neurons in which WM and attention signals overlapped and the correlation between the strength of these signals within neurons were much higher in LIP than in other areas, suggesting that LIP may play a stronger role in the transformation of WM signals into attentional input signals than LPFC-p and other areas.

One of our most notable findings was that task performance was strongly impaired by test period LPFC-p inactivation but unaffected by delay period inactivation. Consistent with this, delay period inactivation did not reduce the strength of WM representations in LPFC-p or LIP, and it only did so in WM-only neurons in MST; this effect was confined to the inactivation period, indicating that WM representations were restored in MST after the offset of inactivation. In summary, LPFC-p inactivation during the test period reduced attentional modulation and impaired task performance, whereas inactivation during the WM period...
did not affect attentional modulation or performance and minimally reduced WM coding. These results suggest that LPFC-p plays a critical role in attention, but not WM, and, therefore, that the mechanisms of feature attention and WM are dissociable in LPFC-p. Whether these functions are dissociable in other subregions of LPFC remains to be investigated.

The lack of behavioral effects of delay period LPFC-p inactivation suggests that the activity of LPFC-p neurons encoding WM representations observed in our study and others may not be critical for WM storage. There are several possible reasons. First, neurons with WM coding have been found in regions of LPFC other than LPFC-p, which may be more important for WM storage. Second, a related possibility suggested by lesion studies is that LPFC is not necessary for the mere storage of WM representations and that LPFC subregions anterior and dorsal to LPFC-p play a critical role when WM representations are actively monitored or manipulated. A third proposed alternative that remains mostly theoretical is that LPFC-p contributes to WM storage, but it does so via a synaptic or other activity-silent mechanism—one that does not depend on spiking activity. We also used multivariate decoding methods to test the effects of delay period inactivation on population measures of WM that did not depend on changes in neurons’ sustained firing rates, but we also found no effects in LPFC-p. Finally, it has been suggested that WM representations are stored in a widely distributed network of brain regions and that no single region plays a critical role in WM storage. Consistent with this, our study shows that WM representations of motion direction are simultaneously encoded by neurons in at least three areas—MST, LIP, and LPFC-p. In contrast, our findings suggest that the mechanisms that generate feature attentional modulation are less distributed and rely more critically on LPFC-p.

Dissociations between various neural and behavioral signatures of attention and WM have been reported by several studies using EEG, fMRI, and behavioral measures in healthy subjects and subjects with attention-deficit/hyperactivity disorder (ADHD) and fronto-parietal strokes. Complementing these findings, our results indicate that feature attention and WM do not rely on the same neuronal substrates and are two distinct functions rather than two constructs representing the same function.
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EXPERIMENTAL MODEL AND STUDY PARTICIPANT DETAILS

Two male Rhesus macaque monkeys (macaca mulatta) were used in this study. All procedures were approved by the MIT Committee on Animal Care and were in accordance with the guidelines of the National Institutes of Health Guide for the Care and Use of Laboratory Animals.

METHOD DETAILS

Behavioral task and performance
The behavioral task was run on a PC computer using Psychommonkey/Psychtoolbox in Matlab (MathWorks, USA). Visual stimuli were presented on an LCD monitor (61 x 34.3 cm) with 120 Hz refresh rate (Acer, Taiwan). During task performance, each subject sat on a plexiglass chair at a viewing distance of 57cm, and the head was held with a headpost. Eye position was tracked using a camera-based Eyelink 2 system with 500 Hz sampling rate.
To examine the mechanisms underlying feature attention and working memory (WM) within the same neurons, we designed a WM-guided feature attention task requiring subjects to maintain a visual feature in WM, and subsequently use that feature to guide attention. The subject fixated on a small yellow square (0.6-by-0.6 visual degrees) presented at the center of the screen during the entirety of each task trial (fixation window radius: 2.6 visual degrees). Eye movements away from this window terminated a trial without reward. The subject began each trial (Figure 1A) by grasping a lever. After a 1000 ms fixation period, a cue stimulus was presented for 800 ms, consisting of a full-screen surface of random dots with coherent motion (5 dots/deg²; 0.15 deg dot diameter; 10.9 deg/s dot speed, 667 ms dot life) in one of two possible directions (45° clockwise from upward or 45° clockwise from downward). Monkey Sh was further trained to perform the task with four possible cue directions separated by 90°. After a 3200 ms delay period containing the fixation point alone, two test stimuli were presented, consisting of two overlapping full-screen random-dot surfaces with the same parameters as the cue. One of them – the target surface – matched the cue motion direction, whereas the other – the distractor surface – had motion in the opposite direction. Subsequently, a squared patch of dots (length 8.14 degrees) at a randomly-selected
location within the target surface (Figure S1) increased motion speed (to double the original) for 250 ms and returned to its initial speed. The target speed change onset occurred at a random time between 900 and 2700 ms from test onset. In half of the trials, the speed-changing patch occurred in the distractor surface, followed by a second patch occurring in the target surface at a random time (minimum 800 ms after the distractor patch and maximum 2700 ms from test onset). The subject was required to selectively attend to the test surface matching the cue direction (i.e., the target) in order to detect the occurrence of the target speed change and report it by releasing the lever, while ignoring distractor changes. A correct trial occurred when the subject released the lever within a response window of 120 to 580 ms from target change onset. A 1 mL juice reward was then delivered to the subject with an automated juicer. The reaction time was measured as the time between target speed change onset and lever release. Lever releases during the test period (after 900 ms) but before the target speed change were classified as early response errors; releases within 120 to 580 ms from distractor onset were classified as distractor response errors. Trials with no lever release before the end of the response window were classified as no-response errors. Task performance was quantified as the percentage of correct trials over the sum of all correct and error trials defined above. Trials with either a lever release before the test or a fixation loss were excluded from the analyses.

We varied the perceptual difficulty of the task between trials by varying the percentage of speed-changing dots within the target/distractor patches (85%, easier; 55%, intermediate; or 35%, difficult). These trials were presented randomly and with equal frequency. Difficult trials imposed higher attentional demands to correctly perform the task, thus ensuring that monkeys selectively attended to the target surface throughout the session. We confirmed this by ensuring that performance in difficult trials was considerably higher than expected by chance in all sessions. However, only including difficult trials would risk subjects losing motivation to perform the task or eventually un-learning the task rule due to low performance. This was prevented by including easier trials. In a pilot test, naive human subjects instructed to perform the task were generally unable to detect most speed changes until they had trained for several trials to selectively attend to the target while ignoring the distractor.

**Behavioral data analyses**

We used one-tailed paired t tests to test whether each monkey’s mean task performance (percent correct trials) across all test-opto sessions was significantly lower in test-opto trials than control trials, and whether mean task performance (percent correct trials) across all delay-opto sessions was significantly lower in delay-opto trials than control trials. Paired t tests were also used to test for significant differences between test-opto and control conditions in each monkey’s mean percentage of (1) distractor response trials, (2) early error trials, and (3) no-response error trials across test-opto sessions. Mean task performance across sessions was compared between the contralateral and ipsilateral conditions using a one-tailed paired t test. To test whether each monkey’s mean reaction time across all test-opto sessions was significantly higher in test-opto trials than control trials and whether mean reaction time across all delay-opto sessions was significantly higher in delay-opto trials than control trials, we used one-tailed Wilcoxon Rank Sum Tests. We also used one-tailed Wilcoxon Rank Sum Tests to test whether mean reaction times across sessions in each of the two unilateral inactivation conditions was significantly higher than the control condition and significantly lower than the bilateral inactivation condition, and whether mean reaction time was significantly lower in the contralateral than the ipsilateral inactivation condition. Non-parametric tests were used to test differences in reaction times due to largely unequal variances between the compared conditions.

**Surgical procedures**

**Head post and cranial chamber implantation**

All surgical procedures were performed while animals were under anesthesia. Animals were provided analgesics and antibiotics after surgery. Each monkey was first surgically implanted with a titanium headpost over the posterior end of the skull. After recovery from surgery was complete, animals began task training while being head-fixed with a head-post holder. After the period of training was completed, a second surgery was performed for implantation of cranial chambers. We first performed round craniotomies over left and right prefrontal cortex, and left parietal cortex. We then performed a durotomy in each prefrontal cranial window and implanted a round transparent silicone artificial dura so that its edge was slid under the native dura around the perimeter of the durotomy. Subsequently, we implanted three cranial chambers over the three craniotomies. Each prefrontal chamber was designed so that its bottom edge was inserted into the craniotomy and touched the artificial dura (instead of sitting on the skull surface like standard implants). The transparent artificial dura windows allowed for multiple optogenetic and electrophysiological procedures including virus injections, minimally-invasive external optical stimulation, and electrophysiological recordings.

Chambers were made of polyether ether ketone (PEEK) and had an inner diameter of 19 mm. Using structural magnetic resonance imaging (MRI) of the skull and brain, each chamber was custom-designed with a base to fit the surrounding skull,67 and was attached to it with ceramic screws. The headpost implanted in the first surgery was similarly custom-fit to the skull and attached to it with titanium screws. All custom-fit implants were fabricated with a 5-axis CNC machine. The parietal chamber implant had a cylinder protruding over the base, onto which the electrophysiological recording towers were mounted. Prefrontal chamber implants were designed without a protruding cylinder; instead, the cylinder was screwed and affixed to the base before recording sessions. The three chambers were placed over the left and right prefrontal cortex, and left parietal cortex. Prefrontal chambers were positioned to include the region between the arcuate sulcus and the posterior segment of the principal sulcus. The parietal chamber was placed and oriented for probe trajectories to access areas LIP, MST, and MT as perpendicularly as possible to the cortical sheet (Figure 1C).
Chambers were cleaned 3 to 5 times per week under aseptic conditions. The prefrontal chambers were rinsed using a sterile saline antibiotic cocktail with 2.5% Penicillin G Sodium powder (USP 5 million units) and 5% Amikacin (0.25 g/mL). After rinsing, a gauze piece was placed on the artificial dura with a drop of a second saline cocktail (16% Penicillin and 40% Amikacin); a silicone disc was then placed over the gauze to maintain moderate pressure on the dura, and a water-tight cap was placed and screwed on top of the chamber. The parietal chamber was rinsed using sterile saline and betadine solution. During chamber cleaning, we also monitored the health of the prefrontal cortical tissue, as well as the progression of native dura regrowth. When enough dura had regrown to occlude visibility of the cortical surface, we repeated the durotomy procedure following all surgical standards described above. This was only necessary after 6 months from the initial durotomy, and only once for each monkey during the period of experimental sessions.

A structural MRI scan was performed after the implantation surgery to obtain an anatomical map of the chamber locations. Each chamber’s recording grid (see Electrophysiological recordings section) was filled with a 1% agar solution in sterile water with 0.8% Ablavar (gadolinium-based contrast agent) and placed inside the chamber for the duration of the scan. The MR images served to map the position of the chamber and grid, and the transcortical probe trajectories corresponding to all grid slots (Figure 1C).

Virus injections
To induce neuronal expression of the opsin Jaws in left and right LPFC-p, we performed injections of the AAV5.hSyn.Jaws-KGC.GFP.ER2-WPRE.hG viral construct (Penn Vector Core). The following setup was prepared identically for each prefrontal hemisphere. Injections were made with a 9.6 cm long 31 GA needle. The needle was reinforced by inserting it and gluing it to an 8.3 cm-long 23 GA needle, keeping 8mm of the tip exposed for injection penetration. The reinforcement needle was held by a microdrive tower (NAN Instruments, Israel) on an XY table fixed to the chamber. The needle was attached to a 70-cm Intramedic polyethylene tubing, which was in turn attached to a 25-µL Hamilton syringe mounted on a syringe pump (Harvard Apparatus, USA). These attachments were sealed with Bondic glue and made air-tight.

Virus injections were performed two to three weeks after chamber implantation, under the same surgical conditions described above. The left and right prefrontal chambers were first cleaned. Then, the towers with injection needles were mounted on the chambers. In each hemisphere, we selected twelve injection locations in a grid-like layout distributed across the LPFC-p subregion between the arcuate sulcus and the posterior end of the principal sulcus. Neighboring injection locations were approximately 1.6 mm apart. Locations were shifted away from any visible blood vessel. Injections were performed serially at each of the twelve locations, beginning with the most central location and spiraling outwards along the grid of planned locations. The needle was quickly shifted between injection locations using the microdrive tower’s XY table. At each location, we lowered the needle to penetrate the artificial dura and cortex, and we stopped at a depth of 4 mm below where the needle had dimpled the dura. We performed the first injection at that depth (1 µL), and subsequent injections by retracting the needle in steps of 1 mm until 2 mm deep (1 µL), and then in steps of 0.5 mm (0.5 µL) until the needle was out of the cortex.

The above surgical implantation and injection procedures were developed and tested on a pilot monkey prior to performing them on the two trained monkeys. This allowed the materials and procedures to be optimized. In one prefrontal chamber of the pilot monkey, we injected three different versions of the Jaws viral construct: one with AAV5, and two with AAV8, from different vector cores/batches. Visual inspection of GFP epifluorescence through the artificial dura helped determine that the AAV5 construct led to the most widespread expression. This construct was selected for the experiments.

Electrophysiological recordings
We recorded intracortical neuronal signals using V-Probes and S-Probes (Plexon Inc., USA) – multi-contact linear electrophysiological probes (i.e., laminar probes). Probes were 110 to 130 mm long and had 16 or 32 contacts (i.e., channels) with 150 or 100 µm spacing, respectively. Each probe was mounted on an electric microdrive tower (NAN Instruments, Israel) attached to the chamber, and was embedded in a guide tube (costume-cut spinal needle; sharp for parietal probes, blunt for prefrontal probes). The probe and guide tube were moved independently of each other by an electric microdrive and by hand, respectively. In preparation for a recording session, we mounted one probe on each prefrontal chamber and three on the parietal chamber. A plastic grid was placed in the parietal chamber, and the guide tube with the probe was placed inside a grid slot. Using the structural MRI images, the grid slot coordinates of the probe and its planned final depth were selected to target the cortical location of interest (Figure 1C).

After mounting all microdrive towers on the chambers, we manually lowered all guide tubes to poke through the native dura (for parietal chamber recordings) or to press and dimple the artificial dura (for prefrontal chamber recordings). The probes were then slowly inserted into the cortex using the computer-controlled electric microdrive, stopping at the planned final depth. The exact target depth was adjusted based on the presence of single- and multi-unit spiking activity across a large range of recording channels. In each session, we recorded activity from four to five probes simultaneously – one per prefrontal chamber and three in the parietal chamber. The three parietal chamber probes were placed to target areas LIP, MST and MT. Electrophysiological signals were recorded using a Blackrock Cerebus Neural Signal Processor at 30 KHz sampling rate. Automatic spike detection and spike sorting were performed on the electrophysiological signals recorded from each channel in each session using Spyking Circus.68 This yielded the spike timestamps of single neurons during task trials at 1 kHz sampling rate.

We were particularly interested in examining whether LPFC-p inactivation had an effect on WM and attentional signals in visual and posterior parietal neurons (areas MT, MST and LIP). We therefore aimed at recording from sufficient neurons in these areas whose activity was modulated by LPFC-p inactivation. To this aim, we preferentially sampled recording locations that were the same as or
adjacent to those where we found modulated neurons in previous recording sessions. In left and right LPFC-p, we sampled recording locations relatively homogeneously within the region of opsin expression without regards to where modulation was observed in previous recording sessions.

In each area, we targeted neurons with motion direction selectivity during at least one of the task periods (cue, delay or test). Probe recordings with no direction-selective neurons were excluded from analysis, and the recording location was excluded from subsequent recording sessions. Recording locations were selected to be more proximal to previous recording locations with direction selective neurons and more distal from any locations without these neurons.

**Optogenetic stimulation**

Immediately before each recording session, we examined opsin expression by shining blue light (440–460 nm; NIGHTSEA TM) and visualizing/photographing green epifluorescence through a yellow filter (Figure 1D). Optogenetic stimulation was performed with two red lasers (635 nm) with adjustable power up to 4W (Shanghai Laser & Optics Century Co., Ltd., Shanghai). Each laser was coupled with a 2-m-long step index optical fiber with a ceramic ferrule end (400 μm core diameter, 2.5 mm optical density). Each fiber was firmly attached to a microdrive tower (parallel to it) fixed to the chamber so that the fiber end was located above the LPFC-p cortical surface on each hemisphere, pointing towards the center of the opsin expression region. During recording sessions, the LPFC-p chamber was sealed with two layers of black electrical tape that prevented any laser light from escaping the chamber. While no light was detectable from outside the chamber, an additional light-blocking black polyethylene film was tightly sealed around the monkey’s implant margin to fully separate the implants from the area of visibility of the monkey.

The distance of the fiber end to the cortical surface ranged between 17 and 29 mm, and was chosen so the laser beam would cover the entire region of opsin expression. The laser beam diameter ranged between 8.5 and 9.5 mm in monkey Sh, and between 10 and 14.5 mm in monkey St. The laser power was adjusted so that the power density fell within the range of 30 to 42 mW/mm². In pilot experiments with a test monkey, this power range was found to successfully yield optogenetic inactivation of neurons across all cortical depths. Importantly, a previous study showed that cortical stimulation with a 635 nm laser at 100 mW/mm² (more than twice the power density used here) did not result in tissue heating greater than 1°C.

In each recording session, the two lasers were simultaneously turned on in specific task periods in half of the trials (opto trials) and not in the remaining half (control trials). Opto and control trials were randomly interleaved. The lasers were automatically controlled by the behavioral task computer via TTL pulses. In a fraction of the sessions (delay-opto: 32 sessions in monkey Sh; 39 sessions in monkey St), the lasers were turned on for 2 s during the delay period, starting 300 ms after the sample stimulus offset, and ending 900 ms before the test onset. In the remaining sessions (test-opto: 23 sessions in monkey Sh; 43 sessions in monkey St), the lasers were turned on at the test onset, lasting for 2 s or until the monkey made a response. The laser stimulation regime was a single square pulse. Delay-opto and test-opto sessions were randomly interleaved, with sessions usually separated by at least a day in between.

**Electrophysiological data analysis**

All data analysis was performed using Matlab (Mathworks, Inc.). For each neuron, we calculated the firing rate over time across each trial in 50 ms bins. Trials were grouped by each combination of cue direction condition and optogenetic stimulation condition (control, delay-opto, test-opto). Using the Matlab function ROC, we performed Receiver Operating Characteristics analysis to obtain the area under the ROC curve (auROC) comparing the distributions of firing rates across trials in pairs of conditions with opposite cue directions. This analysis was performed independently on the firing rates in the cue period (1000 to 1800 ms from trial onset), delay period (2100 to 4100 ms), and test period (5000 to 5900 ms), to obtain an estimate of sensory discriminability, WM discriminability and attentional discriminability, respectively (Figures 2C and 2E). auROC values between 0.5 and 0 were rectified to their corresponding values between 0.5 and 1 in order to quantify direction discriminability independently of direction preference. The same analysis was independently performed in control and opto trials. For the analyses of attentional discriminability and WM discriminability without optogenetic inactivation (Figure 2), neurons with significant direction discriminability (rectified auROC significantly higher than expected by chance) in at least one of the three periods (cue, delay or test) of control trials were considered direction selective and were included for subsequent analyses. Neurons with an average firing rate lower than 2 spikes/s or with less than 10 trials per condition were excluded. In test-opto sessions, the resulting neuron sample sizes for each brain area were 557 in LPFC-p, 395 in MT, 690 in MST, 289 in LIP. In delay-opto sessions, the resulting neuron sample sizes for each brain area were 572 in LPFC-p, 489 in MT, 1048 in MST, 229 in LIP. For each neuron, auROC values were also calculated after randomly shuffling the direction condition labels between trials. This provided an estimate of the mean (± standard error) auROC across neurons in each area expected by chance (Figure 2C).

Because our main aim was to measure the effects of optogenetic LPFC-p inactivation on task performance and on each neuron’s WM coding and feature attentional modulation strength, our analyses included correct and error trials (target responses, early responses, distractor responses and no responses). As described previously, monkey Sh was trained to perform the task with 4 possible cue directions. For this monkey, ROC analysis in each task period was performed on each pair of opposite cue direction conditions. If one pair of directions showed significant auROC, this pair was chosen for subsequent analyses. If both direction pairs showed significant auROC, the pair yielding the highest discriminability (the most aligned to the neuron’s direction preference axis) was selected for further analyses. From the selected pair of directions, the one for which the neuron showed the highest mean activity across trials was identified as the preferred direction. Chi-square tests for proportions were used to test for significant differences.
between the proportion of WM & attention, WM-only, and attention-only neurons within each area, for significant differences in the proportion of WM & attention neurons between areas. For each of these groups of tests, significance was assessed after a Bonferroni correction for multiple comparisons. To test the relationship between WM and attentional discriminability (Figure 2E), we used Spearman’s correlation. This test was more appropriate than Pearson’s correlation given that some brain areas showed unequal variances across different auROC ranges. To determine whether each neuron showed an excitatory response to the cue, we tested whether the mean firing rate across trials was significantly higher during the cue period than the fixation period using a one-tailed unpaired t test. A similar comparison of mean firing rate during the delay vs. the fixation period was used to determine whether each neuron showed delay activity.

For each neuron with cue, delay, or test period direction discriminability in control or test-opto trials, we performed a two-way ANOVA with cue motion direction and optogenetic condition (test-opto vs. control) as factors, and test period firing rate as the dependent variable. Neurons with a significant overall main effect of optogenetic condition and/or a significant interaction effect were classified as showing significant test period optogenetic modulation of firing rates (Figures 4A–4D and 4I). The numbers of such neurons in each area were: 218 in LPFC-p, 211 in MT, 309 in MST, and 77 in LIP. These neurons were used to obtain the results in Figures 5B–5I and 6A–6D. An equivalent procedure was used to classify neurons as showing significant delay period optogenetic modulation of delay period firing rates (Figures 4E–4H and 4J). The numbers of such neurons in each area were: 283 in LPFC-p, 291 in MT, 612 in MST, and 89 in LIP. These neurons were used to obtain the results in Figures 6B–6G and 6E–6G. An equivalent procedure was used to determine whether neurons showed significant delay period optogenetic modulation of test period firing rates (Figures 4E–4H and 4K). It is important to note that in all the above analyses, we selected neurons by direction discriminability in both control and opto conditions to prevent any selection bias that could artificially favor higher auROC values in the control condition over the opto condition (i.e., “double-dipping”).

In the population analyses used to produce the results shown in Figures 4E–4K, 5B–5E, 6B–6D, and 5S–SSH, the firing rate over time of each neuron in each condition was normalized by dividing by its mean firing rate across the entire time period of interest and across all conditions compared. Plots of mean firing rate over time (Figures 1E, 1F, 2A, 4A–4H, 5A–5E, 6A–6D, and 5S–SSH) were obtained by convolving the binned firing rates in each trial with a 200 ms kernel and then obtaining the mean and standard error of these traces across trials. This data was used to calculate auROC over time for each neuron and obtain the mean auROC and standard error across neurons over time (Figures 5F–5I and 6E–6G). For each neuron, the auROC expected by chance was obtained by repeating the same procedure after randomly permuting the cue direction condition labels between trials, independently in control and opto conditions. To test for inactivation-induced reductions in attentional or WM discriminability over time in each area, we compared the mean auROC values across neurons between opto and control conditions at all test or delay period time bins using one-tailed Wilcoxon rank sum tests. Significance was reached when a pair of consecutive time bins showed p values < 0.05. This criterion corrected for multiple comparisons. To obtain the latency of optogenetic modulation of firing rates for each neuron, we used a sliding 20-ms window by steps of 1 ms to find the earliest 20-ms window at which the mean firing rate across opto trials significantly deviated from control trials by an unpaired t test (p < 0.05), and at which significance persisted in the following 4 consecutive steps of 1 ms. For each neuron with significant test-opto modulation of firing rates, we computed an attention auROC modulation index measuring the percent change in attentional discriminability between control and test-opto conditions at each time bin during the test period. Similarly, for each neuron with significant delay-opto modulation of firing rates, we computed a WM auROC modulation index measuring the percent change in WM discriminability between control and delay-opto conditions at each time bin during the delay period. The following equation was used for both indices:

\[\text{auROC modulation index} = \frac{(\text{auROC}_{\text{opto}} - \text{auROC}_{\text{ctrl}})}{\text{auROC}_{\text{ctrl}}}\]

For each brain area, we then calculated a frequency histogram showing the distribution of attention auROC modulation indices across neurons at each time bin during the test period (Figures S6A–S6D), and a frequency histogram showing the distribution of WM auROC modulation indices across neurons at each time bin (Figures S6E–S6G).

For the results in Figures 5J and 5K, we tested whether the percentage of neurons with significant attentional discriminability, and the mean attentional discriminability (auROC) across those neurons, were lower in test-opto trials than in control trials. Because control trials from both test-opto and delay-opto sessions were identical, we analyzed neuronal responses from both to increase neuronal sample sizes and improve the accuracy of our estimates. This was possible because these analyses were between-neurons and not within-neuron. A one-tailed Wilcoxon rank sum test was used to compare mean attentional discriminability in test-opto vs control (Figure 5J). For this test, the neuron sample sizes in the control condition were: 402 in LPFC-p, 210 in MT, 487 in MST, and 319 in LIP; the neuron sample sizes in the test-opto condition were: 221 in LPFC-p, 110 in MT, 230 in MST, and 193 in LIP. An equivalent procedure was performed to test whether the percentage of neurons with significant attentional discriminability and the mean attentional discriminability (auROC) across those neurons were lower in delay-opto trials than in control trials (Figures 6H and 6I). For the Wilcoxon rank sum test (Figure 6H), the neuron sample sizes in the control condition were: 455 in LPFC-p, 592 in MST, and 268 in LIP; the neuron sample sizes in the delay-opto condition were: 237 in LPFC-p, 334 in MST, and 96 in LIP. An equivalent procedure was performed to test whether the percentage of neurons with significant attentional discriminability and the mean attentional discriminability (auROC) across those neurons were lower in delay-opto trials than in control trials (Figures 6K and 6L). For the Wilcoxon rank sum test (Figure 6K), the neuron sample sizes in the control condition were: 402 in LPFC-p, 210 in MT, 487 in MST, and
319 in LIP; the neuron sample sizes in the delay-opto condition were: 218 in LPFC-p, 122 in MT, 307 in MST, and 134 in LIP. For Figures S6I and S6J, a neuron showed a cue response or delay activity if its mean firing rate was significantly higher in the cue period or delay period than the fixation period across trials, respectively (paired t tests).

**Population decoding**

For the results in Figures S4 and S6J, we applied multivariate classification analysis using the Neural Decoding Toolbox in Matlab \(^\text{70}\) to decode the cue direction from the firing rate patterns of the neuronal population during the delay period (directions in WM) and test period (attended directions). Decoding was performed in 400-ms bins at steps of 100 ms. We applied Z-scoring normalization feature preprocessing to each neuron’s firing rates and excluded neurons with less than 15 trials per direction condition. We then ran a maximum correlation coefficient classifier with cross validation using 15 cross-validation splits. Direction decoding performance was obtained using the Receiver Operating Characteristics (ROC) curve method, combining all decision values over all cross-validation splits. This procedure was repeated over 30 resamples, and decoding performance was averaged across all resamples. For Figure S4, mean decoding performance (± standard error) for directions in WM and for attended directions was obtained by computing the mean performance (± standard error) across time bins during the delay (excluding the first 300 ms and the last 900 ms) and during the test period, respectively. For Figure S6J, decoding analysis was performed separately on control and delay-opto trials. To determine whether decoding performance was significantly lower in delay-opto than control trials in each time bin, we repeated the above analysis over 500 permutations, each time after control and delay-opto trials were combined and randomly split again into surrogate control and delay-opto conditions. At each time bin, the p value for the difference between decoding performance in control and delay-opto trials (control – opto) was calculated as the proportion of permutations for which the decoding performance difference was greater than the difference in the original data. Decoding performance was significantly lower in opto than control trials in time bins with a p value lower than 0.01 (accounting for multiple comparisons).

**Spike waveform analyses**

To classify neurons as putative excitatory (broad-spiking) or putative inhibitory (narrow-spiking) neurons, we performed standard spike waveform analyses. \(^\text{71}\) Briefly, for each neuron, we calculated the width of the mean spike waveform (trough-to-peak time). The distribution of spike widths across all neurons was bimodal, and the trough between the two peaks served as boundary to classify neurons as putative excitatory (broad-spiking) neurons or putative inhibitory (narrow-spiking) neurons.
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Figure S1. Alternative locations of target/distractor speed change patches across the visual display (Related to Figure 1A). In each trial, patch locations were chosen randomly among all locations (gray squares). Fixation point is yellow. Patch size is shown in visual degrees. Patch locations overlapping with the fixation point or fixation window were excluded.
Figure S2. Effects of WM and attention shown separately for the two monkeys (Related to Figure 2).

(A,B) Percentage of neurons with significant sensory, WM, and attentional discriminability in each brain area, shown separately for the two monkeys. (C,D) Mean (± standard error) sensory, WM, and attentional discriminability across all neurons in each brain area, shown separately for the two monkeys. Gray bars, mean (± standard error) auROC expected by chance.
Figure S3. Relationship of motion direction preference during WM and attention (Related to Figure 2).
Percentage of WM & attention neurons in each area for which WM coding and attentional modulation showed the same motion direction preference. MT was excluded due to the low number of WM & attention neurons.

Figure S4. Population decoding of motion directions in WM and attended directions (Related to Figure 2).
Mean decoding performance (measured as auROC) of cue direction across time bins during the delay period (blue, directions in WM) or test period (red, attended directions) for a multivariate classifier trained on the population activity patterns of WM-only neurons (A), attention-only neurons (B), and all neurons, including WM-only, attention-only, and WM & attention (C).
Figure S5. Effects of test and delay period optogenetic prefrontal inactivation on firing rates across all neurons in each area, and delay period inactivation effects on post-stimulation interval mean firing rates (Related to Figure 4).

(A-H) Mean normalized firing rate (± standard error) over time in control and opto trials across all neurons in LPFC-p, MT, MST, and LIP during sessions with optogenetic stimulation during the test period (A-D) or delay period (E-H). Each neuron’s firing rate was normalized by its mean firing rate across all trial periods and conditions. Firing rate decreases are visible in the mean across all neurons, although less pronounced that in the mean across significantly modulated neurons (Fig. 4). (I) Mean normalized firing rate (± standard error) during the post-stimulation interval of the delay period (from 200 ms after laser offset until the delay end) in control and opto trials across neurons with significant modulation during the optogenetic stimulation period. ns, not significant (P ≥ 0.05).
Figure S6. Effects of optogenetic prefrontal inactivation on WM and attention discriminability and on population decoding of memorized motion directions (Related to Figures 5,6).

(A-D) Distribution of attention auROC modulation indices across neurons in each brain area with significant optogenetic firing rate modulation over time during the test period. (E-G) Distribution of WM auROC modulation index across neurons in each brain area with significant optogenetic firing rate modulation over time during the delay period. (H,I) Mean attention or WM auROC (± standard error) across cue-responsive (H) or delay-active (I) LPFC-p neurons with significant discriminability in control and test-opto or delay-opto trials. *, P < 0.05. ns, not significant. (J) Motion direction decoding performance (mean auROC ± standard deviation across 30 resamples) during the delay period in control and opto trials, for the neuron populations in LPFC-p, MST, and LIP. Red segment, optogenetic stimulation period; black segments, time bins with significant decoding performance difference between control and opto trials; dotted lines, decoding performance chance value.
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<table>
<thead>
<tr>
<th>Task period</th>
<th>Cue (Sensory)</th>
<th>+</th>
<th>+</th>
<th>+</th>
<th>+</th>
<th>+</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delay (WM)</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Test (Attention)</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Area</th>
<th>MT</th>
<th>MST</th>
<th>LPFC-p</th>
<th>LIP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>674</td>
<td>890</td>
<td>403</td>
<td>98</td>
</tr>
<tr>
<td></td>
<td>27</td>
<td>188</td>
<td>94</td>
<td>32</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>267</td>
<td>335</td>
<td>95</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>62</td>
<td>58</td>
<td>36</td>
</tr>
<tr>
<td></td>
<td>136</td>
<td>216</td>
<td>278</td>
<td>129</td>
</tr>
<tr>
<td></td>
<td>82</td>
<td>135</td>
<td>69</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>107</td>
<td>34</td>
<td>130</td>
</tr>
</tbody>
</table>

Table S1. For each area: Number of direction-selective neurons with significant direction discriminability in each combination of task periods (+). These values are depicted in the Venn diagrams of Figure 2D.